
Nanowire Magnetic Force Microscopy

Inauguraldissertation

zur Erlangung der Würde eines Doktors der Philosophie

vorgelegt der
Philosophisch-Naturwissenschaftlichen Fakultät

der Universität Basel

von

Hinrich Mattiat

Basel, 2023

Originaldokument gespeichert auf dem Dokumentenserver der Universität Basel
edoc.unibas.ch

This work is licensed under CC BY-NC-ND 4.0. To view a copy of this license,
visit http://creativecommons.org/licenses/by-nc-nd/4.0/

https://edoc.unibas.ch
http://creativecommons.org/licenses/by-nc-nd/4.0/


Genehmigt von der Philosophisch-Naturwissenschaftlichen Fakultät auf Antrag von

Prof. Dr. Martino Poggio
Erstbetreuer/in

Prof. Dr. Richard Warburton
Zweitbetreuer/in

Dr. Thomas Mühl.
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Abstract

Local imaging of surface stray fields on the nanoscale is fundamental for understanding
magnetism. With advancements in fabrication techniques a plethora two-dimensional
magnetic materials are now readily available. By design they call for ultrasensitive imag-
ing techniques, since their reduced volume leads to relatively weak magnetic stray fields.
One of the established magnetic imaging technique on the nanoscale is magnetic force
microscopy (MFM). It employs micron-sized cantilevers as mechanical force transducers
and offers the desired spatial resolution. However, it is lacking in terms of field sensi-
tivity. Additionally, conventional MFM cantilever tips contain a considerable amount of
hard magnetic material and hence can quickly disturb the subtle magnetization of weak
magnetic samples.
This project focuses on improving the field sensitivity by employing nanowires (NWs)

as magnetic force microscopy probes. Free standing NWs in the pendulum geometry
naturally present themselves as extremely sensitive mechanical force sensors. Their high
aspect ratios and low masses immediately lead to thermally limited force sensitivities
of at least two orders of magnitude better than those of standard MFM cantilevers.
In order to achieve magnetic imaging contrast we make use of focused electron beam
induced deposition (FEBID) of cobalt, resulting either in a fully magnetic NW or a
magetic tip on top of an existing structure.
We find that the magnetic image formation for a sufficiently long cylindrical Co tip

can be approximated by a simple point-pole model, where only the magnetic surface
charge at the free extremity of the tip needs to be considered. As a consequence the
NWs’ frequency shifts are proportional to the in-plane magnetic field gradients. In
terms of field sensitivity the best characterized sensor achieves a value slightly better
than 2 nT/

√
Hz at resonance.

These results present a significant improvement in field sensitivity and pave the way
for ultrasensitive magnetic stray field and dissipation imaging at the nanoscale.
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Introduction

Imaging has always been at the heart of science, fostering understanding of the previously
inaccessible. The advent of the atomic force microscope (AFM), first demonstrated in
1986 by Binnig et al. [1] as an advancement of the scanning tunneling microscope (STM)
[2], gave researches a tool to study surfaces and surface interactions with unprecedented
sensitivity and lateral resolution. In AFM a mechanical cantilever is used to transduce
forces and force gradients arising from the interaction between a sharp tip and the sample
surface to measurable deflections or a changes in the dynamic properties, while the tip
is rastered across the sample, creating a two-dimensional image. A natural extension
of the AFM is the use of magnetic tips, inviting magnetic contrast formation as first
demonstrated by Martin and Wickramasinghe [3] in 1987. Magnetic force microscopy
(MFM) has since become an indispensable experimental technique to study magnetic
thin films and their domain structures. Inherent challenges in interpreting MFM data
include the disentanglement between topographic and magnetic signal, the possibility of
sample and tip mutually influencing their magnetization states during a measurement,
and that the observed contrast highly depends on the specific magnetization of a given
tip. However, a lot of work has been put into understanding the exact mechanisms
of magnetic contrast formation, resulting in different tip models [4–6] and calibration
procedures [7–9] which deal effectively with most of the issues mentioned above and
allow, within limits, for a quantitative explanation of the stray field data.

One aspect of standard MFM that can be improved is its sensitivity to magnetic field.
Feng et al. recently presented MFM cantilevers with an estimated sensitivity of around
80 µT/

√
Hz [10]. Our approach to push this number by at least one order of magnitude is

to employ nanowire (NW) resonators as magnetic force sensors [11]. A typical NW-MFM
probe consists of a NW with a length of about 10 to 25 µm and a diameter of 50 to 250 nm.
Additionally it needs to be magnetically functionalized in order to attain the ability to
probe magnetic stray fields. The main improvement lies in the lower mass of a NW and
its high aspect ratio, offering a favorable scaling in terms of the quantities influencing
the ultimate force sensitivity. Spring constants of typical NW probes are in the range of
a few mNm−1 instead of a few Nm−1 as for standard AFM/MFM cantilevers, yielding
force sensitivities of a few aN/

√
Hz instead of a few hundred aN/

√
Hz. There are a few

differences between NW-MFM compared to the standard AFM techniques. For example
the sensor will be operated in the pendulum geometry with the tip oscillating in parallel
to the sample surface instead of perpendicularly as is standard in AFM/MFM, also
avoiding that the softer NW snaps into contact with the surface. This way we probe
in-plane force gradients along two orthogonal directions as compared to the out-of-plane
force gradient.

The first NW probe demonstrating exquisite sensitivity to magnetic field gradients of

ix



Introduction

11mT/m
√
Hz at resonance was demonstrated in our lab by Rossi et al. [12] and consisted

of a GaAs NW with an MnAs tip. The next generation of sensors are made of fully
magnetic Co NWs 3D-printed by focused electron beam induced deposition (FEBID) [13]
and is presented in Section 3.1. Their sensitivity to magnetic fields at resonance amounts
to 3 nT/

√
Hz and is comparable with competing ultra-sensitive magnetic scanning probe

techniques such as scanning superconducting quantum interference device1 (SQUID) [14]
or scanning nitrogen-vacancy (NV) center2 [15]. In an effort to further improve the field
sensitivity we turned to state of the art NW force sensors [16] and equipped them with
Co FEBID tips in a bid to approach pico-tesla sensitivities. A first prototype of these
latest generation probes will be characterized in Section 3.2 and hopefully pave the way
to a new versatile and robust platform in the field of ultra-sensitive, high-resolution
magnetic scanning probe microscopy.

15 nT/
√
Hz

2100 nT/
√
Hz

x



1. Theory

In this chapter we will derive the basic theory necessary to understand nanowire magnetic
force microscopy. At first the mode shape is found via Euler-Bernoulli beam theory.
Afterwards we discuss force sensing and the application to magnetic fields, investigating
the magnetic imaging contrast and different tip models for the tip magnetization. The
last part is dedicated to measurement of dissipation.

1.1. Nanowire mechanics

1.1.1. Euler-Bernoulli beam theory

The deflection of a singly clamped beam of length L can be described by Euler-Bernoulli
beam theory which assumes that shear deformation and rotational inertia can be ne-
glected [18]. In order to derive the Euler-Bernoulli beam equation we follow the book
Vibration of continous systems by S. S. Rao [19] using the variational approach. Figure
1.1 shows a bent element of a beam which is subject to a transverse force per unit length
f(x, t) along the z-axis. w(x, t) is denoting the beams deflection away from the equilib-
rium position along the x-axis. Considering how point P is displaced to point P ′ we can
define the axial deformation u in the small angle limit by noticing that the cross-section
is bent with a slope ∂w/∂x with respect to the normal direction. Then u is given by

u = −z
∂w

∂x
. (1.1)

under the assumptions that its length by far exceeds the cross section and that deflections
are small. We can write down expressions for the axial strain and stress acting on the
beam segment as follows

ϵx =
∂u

∂x
= −z

∂2w

∂x2
(1.2)

σx = Eϵx = −Ez
∂2w

∂x2
(1.3)

where E is the Young’s modulus. All other elements of the strain and stress tensors are
considered to be zero. The strain energy density of the deformed beam element is then

π0 =
1

2
σxϵx =

1

2
Ez2

[
∂2w

∂x2

]2
(1.4)

Integrating over the whole beam yields the strain energy as follows

π =

∫
V
π0dV =

1

2

∫ L

0
EI(x)

[
∂2w

∂x2

]2
dx (1.5)

1



1. Theory

P

P'

u

x

z, w

w(x,t)

L

Figure 1.1. – Singly clamped beam
Figure adapted from [17].

with the area moment of inertia1 of the beam cross section A(x)

I(x) =

∫
A
z2dA(x). (1.6)

Now that we know the strain energy of the system we need to derive expressions for the
kinetic energy and the work applied by the force action on the beam of length L. The
kinetic energy can be written as

T =
1

2

∫ L

0
m(x)

[
∂w(x, t)

∂x

]2
dx (1.7)

with the mass per unit length m(x) = ρA(x) and the mass density ρ. The work by the
applied force can be denoted as

W =

∫ L

0
f(x, t)w(x, t) dx. (1.8)

Applying Hamilton’s principle, stating that the variation with respect to time of the
Lagrangian vanishes, yields

δ

∫ t2

t1

[T − π +W] dt = 0. (1.9)

1For a cylinder with radius R and constant cross section along x we find I = 1
2
πR4

2



1.1. Nanowire mechanics

Computing all variations with respect to w and its derivatives using integration by parts
multiple times finally leads to∫ t2

t1

{
−
∫ L

0
m
∂2w

∂t2
δw dx− EI

∂2w

∂x2
δ

[
∂w

∂x

]∣∣∣∣L
0

+
∂

∂x

[
EI

∂2w

∂x2

]
δw

∣∣∣∣L
0

−
∫ L

0

∂2

∂x2

[
EI

∂2w

∂x2

]
δw dx+

∫ L

0
f δw dx

}
dt = 0.

(1.10)

Comparing terms of the same order yields the equation of motion and two general
boundary conditions

∂2

∂x2

[
EI

∂2w

∂x2

]
+m

∂2w

∂t2
− f = 0¸ 0 < x < L (1.11)

EI
∂2w

∂x2
δ

[
∂w

∂x

]∣∣∣∣L
0

= 0 (1.12)

∂

∂x

[
EI

∂2w

∂x2

]
δw

∣∣∣∣L
0

= 0. (1.13)

The boundary conditions in equations (1.12) and (1.13) are fulfilled in a number of cases.
Relevant here are the conditions for or the fixed end of the beam where

w = 0,

[
∂w

∂x

]
= 0, (1.14)

and a freely vibrating end satisfying

EI
∂2w

∂x2
= 0 (1.15)

∂

∂x

[
EI

∂2w

∂x2

]
= 0. (1.16)

Equation (1.15) defines the bending moment and (1.16) the shear force, recovering the
assumptions about Euler-Bernoulli beam theory made above. Rewriting equation (1.11)
gives the equation of motion for an Euler-Bernoulli beam under a load f(x, t)

∂2

∂x2

[
EI(x)

∂2w(x, t)

∂x2

]
+ ρA(x)

∂2w(x, t)

∂t2
= f(x, t). (1.17)

Free vibration

The free vibration of an Euler-Bernoulli beam is described by setting f(x, t) = 0 in
equation (1.17) [20]. Under the additional assumption of a uniform beam, dropping the
dependence on x for I(x) and A(x), it simplifies to

EI
∂4w(x, t)

∂x4
+ ρA

∂2w(x, t)

∂t2
= 0. (1.18)

3



1. Theory

By defining a constant c it takes the more convenient form of

c2
∂4w(x, t)

∂x4
+

∂2w(x, t)

∂t2
= 0, with c =

√
EI

ρA
. (1.19)

Separation of variables with the ansatz w(x, t) = W (x)T (t) yields

c2

W (x)

d4W (x)

dx4
= − 1

T (t)

d2T (t)

dt2
!
= a = ω2 (1.20)

where a = ω2 is a positive constant. Rearranging and defining a new constant β gives
the two separate equations

d4W (x)

dx4
− β4W (x) = 0 (1.21)

d2T (t)

dt2
− ω2T (t) = 0, (1.22)

with β4 =
ω2

c2
=

ρAω2

EI
. (1.23)

The general solution of the time-dependent part is given by

T (t) = A cosωt+B sinωt (1.24)

where A and B are complex-valued constants that can be determined from the initial
conditions. The ansatz for the spatial part takes the form W (x) = Cesx leading to the
general solution

W (x) = C1 cosβx+ C2 sinβx+ C3 coshβx+ C4 sinhβx (1.25)

= C1[cosβx+ coshβx] + C2[cosβx− coshβx]

+C3[sinβx+ sinhβx] + C4[sinβx− sinhβx]
(1.26)

with the constants C1 to C4 again to be determined by the specific boundary conditions.
Each beam has infinitely many solutions Wn(x) called normal modes, oscillating with
frequency ωn. Their orthogonality will be discussed later. The composite solution then
reads

wn(x, t) =
∞∑
n=1

Wn(x)[An cosωnt+Bn sinωnt] (1.27)

and the natural frequencies of each normal mode are given by

ωn = β2
n

√
EI

ρA
= [βnL]

2

√
EI

ρAL4
. (1.28)

4



1.1. Nanowire mechanics
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Figure 1.2. – Euler-Bernoulli frequency equation for a singly clamped beam

Singly clamped beam

In our case we consider a singly clamped NW with a vibrating free end. Imposing the
boundary conditions at the clamped and free end from the above equations (1.14), (1.15)
and (1.16) onto the mode shape we have

W (0) = 0,
dW (x)

dx

∣∣∣∣
x=0

= 0 (1.29)

and
d2W (x)

dx2

∣∣∣∣
x=L

= 0,
d3W (x)

dx3

∣∣∣∣
x=L

= 0 (1.30)

From the first two boundary conditions it follows immediately that C1 = C3 = 0 in
equation (1.26). The third and fourth condition lead to the frequency equation

cosβnL coshβnL+ 1 = 0 (1.31)

and the relation

C4 = −cosβnL+ coshβnL

sinβnL+ sinhβnL
C2 (1.32)

between the two remaining coefficients. Equation (1.31) defines the natural resonance
frequencies of the n-th mode via equation (1.28). It can be solved numerically and the
first four solutions are illustrated in Figure 1.2. They are given by

βnL = 1.8751, 4.6941, 7.8547, 10.9956, . . . (1.33)
ωn

ω1
= 1, 6.2669, 17.5473, 34.3828, . . . (1.34)
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Figure 1.3. – Normalized mode shapes of a singly clamped beam

and higher values can be approximated by βnL ≃ [2n − 1]π/2 and ωn/ω1 ≃ [(2n −
1)π/2β1]

2. The solution for the mode shape can then be given as

Wn(x) = C2{cosβnx− coshβnx− [cosβnL+ coshβnL]

sinβnL+ sinhβnL
[sinβnx− sinhβnx]}. (1.35)

Usually the mode shape equation is cast into a more convenient form by normalizing it
in the following way [18]

Wn(x) = W0,nUn(x) (1.36)

with

Un(x) =
1

2
{cosβnx− coshβnx− [cosβnL+ coshβnL]

sinβnL+ sinhβnL
[sinβnx− sinhβnx]} (1.37)

fulfilling Un(L) = 1. The normalized mode shapes for the first three values of n are
plotted in Figure 1.3.

Orthogonality of normal modes

In equation (1.27) we wrote down the composite solution as a sum of its normal modes.
These normal modes can be shown to be mutually orthogonal. By inserting the solu-
tion of the time dependent part and using the normalized mode shapes Un(x), the free
equation of motion (1.17) can be brought to a harmonic form

d2

dx2

[
EI(x)

d2Un(x)

dx2

]
− ω2

nρA(x)Un(x) = 0. (1.38)

6



1.1. Nanowire mechanics

Inspecting equation (1.38) we can identify the inertia and stiffness operators as follows
[21]

M = ρA(x) (1.39)

K =
d2

dx2
EI(x)

d2

dx2
(1.40)

leading to
[K − ω2

nM]Un(x) = 0. (1.41)

Additionally we can define a weighted inner product of the normal modes

⟨Um(x)Un(x)⟩A =

∫ L

0
Um(x)AUn(x) dx (1.42)

integrating over the length of the beam with an operator A acting on the mode shape.
By picking two frequencies ωi and ωj without loss of generality and using the fact that
the eigenvalues are distinct one can derive the following two orthogonality relations [20]∫ L

0
ρA(x)Ui(x)Uj(x) dx = Miδij (1.43)∫ L

0
Uj(x)

d2

dx2

[
EI(x)

d2Ui(x)

dx2

]
dx = Miω

2
i δij (1.44)

where δij is the Kronecker delta and Mi = ⟨Ui(x)Ui(x)⟩M =
∫ L
0 ρA(x)U2

i (x)dx the
generalized mass of the ith mode. As a consequence of the expansion theorem any
possible displacement W (x) of the beam can be decomposed into the normal modes [22]

W (x) =
∞∑
n=1

cnWn(x) (1.45)

with the constant coefficients

cn = ⟨Wn(x)W (x)⟩M (1.46)

ω2
ncn = ⟨Wn(x)W (x)⟩K. (1.47)

1.1.2. Equation of motion

The composite solution (1.27) can be rewritten in terms of the normalized mode shapes,
by absorbing the constants into the time dependent part yielding

w(x, t) =
∞∑
n=0

Un(x)Rn(t) (1.48)

where Rn(t) = A′
n cosωnt + B′

n sinωnt = C ′
ne

iωt. The exact expressions for A′
n and B′

n

or C ′
n depend on the initial conditions of the problem at t = 0. If we insert the above

solution into the general Euler-Bernoulli equation of motion (1.17) one gets

∞∑
n=1

{
Rn(t)

∂2

∂x2

[
EI(x)

∂2Un(x)

∂x2

]
+ R̈n(t)ρA(x)Wn(x)

}
= f(x, t). (1.49)

7



1. Theory

Multiplying by Um(x) and integrating along the beam gives∫ L

0

∞∑
n=1

{
Rn(t)Um(x)

∂2

∂x2

[
EI(x)

∂2Un(x)

∂x2

]
+ R̈n(t)ρA(x)Um(x)Un(x)

}
dx

=

∫ L

0
Um(x)f(x, t) dx

(1.50)

where R̈n(t) denotes the second order time derivative. Now we can exchange sum and
integral on the left hand side, make use of the orthogonality relations (1.43) and (1.44)
to recover the modal equations of motion, dropping the summation symbol

MnR̈n(t) + ω2
nMnRn(t) = Fn(t). (1.51)

The modal mass, modal stiffness (spring constants) and modal force for the nth mode
are given by the following inner products

Mn = ⟨Un(x)Un(x)⟩M (1.52)

kn = ω2
nMn = ⟨Un(x)Un(x)⟩K (1.53)

Fn(t) = ⟨Un(x)fn(x, t)⟩. (1.54)

The modal equations of motion simplify the problem of a vibrating beam tremendously,
decoupling the general equation of motion by virtue of the orthogonality relations. Every
mode can be treated as a simple harmonic oscillator with the effective parameters defined
above. Writing down the kinetic energies of the beam and a lumped-element model gives
[18, 23]

1

2

∫ L

0
ρA(x)

[
Ṙn(t)Un(x)

]2
dx =

1

2
Meff,nṘ

2
n(t). (1.55)

The left hand side describes how every segment along the beam contributes to the inertial
mass of the beam in the kinetic energy and the right hand side assumes an effective mass
instead. Comparing yields the definition

Meff,n = ρA

∫ L

0
U2
n(x) dx (1.56)

for a homogeneous beam which is exactly the definition of the modal mass given above.
Carrying out the integration and using the normalization condition |Un(L)| = 1 we get
[23, 24]

Mn = Meff,n = ρA
L

4
=

Mtot

4

!
= Meff (1.57)

Since this identity holds for every mode we drop the index and denote the modal mass
as Meff . Important to note is that the above result is true for x = L due to the
normalization condition. Probing the mass of a NW resonator on a different position
0 ≤ x0 ≤ L requires to take the mode shape into account and the resulting mass will be
overestimated (∝ 1/U2

n(x0)).
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1.1. Nanowire mechanics

1.1.3. Mechanical dissipation and quality factor

So far we have excluded the role of dissipation in the discussion. Every realistic system
is subject to damping. Here we will make use of the Zener model of an anelastic solid
to incorporate dissipation into the equation of motion derived in the previous section,
following [25, 26]. In a purely elastic solid stress and strain are related by σ = Eϵ,
essentially stating Hooke’s law. Zener generalizes this expression by including rates of
change so that

σ + τσ
dσ

dt
= ER

[
ϵ+ τϵ

dϵ

dt

]
(1.58)

where ER is the relaxed Young’s modulus and τσ and τϵ are phenomenological constants.
Assuming harmonic variations in stress and strain given by σ(t) = σ0e

iωt and ϵ(t) =
ϵ0e

iωt yields

E(ω) =
σ0
ϵ0

= ER
1 + iωτϵ
1 + iωτσ

= Eeff(ω)

[
1 +

iωτ̄

1 + ω2τ̄2
∆

]
(1.59)

with the definitions τ̄ =
√
τϵτσ and ∆ = [τϵ − τσ]/τ̄ . The real and imaginary parts of

the new frequency dependent Young’s modulus are given by

ℜ(E(ω)) = Eeff(ω) = ER
1 + ω2τ̄2

1 + ω2τ2σ
= E′ (1.60)

ℑ(E(ω)) = Eeff(ω)

[
ωτ̄

1 + ω2τ̄2
∆

]
= E′′ (1.61)

For a given harmonic strain the stress has an in-phase and a quadrature component as
can be easily seen from equation (1.59). It can be expressed as ϵ0[E

′ + iE′′]eiωt. In the
next part we will connect the imaginary part with the quality factor that is defined as
Q = 2πW/∆W , where W is the total energy stored in an oscillation cycle and ∆W the
occurring losses. The work done by the stress is given by dW = σdϵ/dt, with the real
parts of ϵ and σ. Inserting and integrating over one oscillation cycle yields

∆W = −ϵ20ω

∫ 2π/ω

0

[
E′ cosωt sinωt+ E′′ sin2 ωt

]
dt = ϵ20πE

′′. (1.62)

In order to get an expression for the maximum energy stored per oscillation we can
integrate the in-phase term of the integral over a quarter period [18] noticing that it is
oscillating with the frequency 2ω

W = −ϵ20ω

∫ π/(2ω)

0
E′ cosωt sinωt dt =

1

2
ϵ20E

′. (1.63)

Inserting into the definition of the quality factor results in

1

Q
=

∆W

2πW
=

E′′

E′ =
ωτ̄

1 + ω2τ̄2
∆. (1.64)

9



1. Theory

The dissipation is frequency dependent and exhibits a maximum at ωτ̄ = 1 whereas
at very high and low frequency values it approaches zero. We can rewrite the Young’s
modulus as

E(ω) = Eeff

[
1 +

i

Q

]
. (1.65)

Coming back to the Euler-Bernoulli beam equation (1.18) for the free vibration and in-
serting the redefined Young’s modulus gives, after the separation of variables, a modified
relation between the constants β and ω

β4
n =

ω
′2
n

c2
=

ρAω
′2
n

EeffI
[
1 + i

Q

] . (1.66)

Rearranging yields a modified expression for the natural frequencies

ω′
n = β2

n

√
I

ρA
Eeff

[
+

i

Q

]

≃ β2
n

√
I

ρA
Eeff

[
1 +

i

2Q

]
= ωn

[
1 +

i

2Q

]
(1.67)

where we made use of the square root expansion2 in the limit high quality factor. In-
serting the modified natural frequencies into the composite solution (1.48) to the Euler-
Bernoulli beam equation gives

w(x, t) =
∞∑
n=0

Un(x)Rn(t)e
−ωn

2Q
t
. (1.68)

with the last exponential factor describing the exponential damping. Following the same
procedure as before and plugging the modified solutions into the driven Euler-Bernoulli
beam equation 1.17 we can derive modified modal equations of motion of the form

MeffR̈n(t) + ΓnṘn(t) + ω2
nMeffRn(t) = Fn(t) (1.69)

where we ignored terms ∝ 1/Q2 again in the limit of Q ≫ 1 and defined the mechan-
ical dissipation Γ = Meffωn

Q . The quality factor generally depends on frequency and is
different for each mode. For singly clamped cantilevers it is shown to increase with the
mode number [27–29] whereas in stressed doubly clamped beams it decreases [30]. The
exact behavior depends on many contributions and the the quality factor is usually split
into different parts 1/Q =

∑
i 1/Qi. Possible sources of dissipation in nanomechanical

systems are for example thermo-elastic losses, clamping losses, viscous damping, ma-
terial defects and surface contributions [31, 32]. The latter play an increasing role for

2
√
1 + x = 1 + 1

2
x− 1

8
x2 . . .

10



1.2. Force sensing

ultra thin structures due to their surface to volume ratio. Specific surface treatments
such as annealing can increase the quality factor substantially [31, 33–35] showing that
surface losses are the dominant contribution in this regime. Viscous damping due to the
surrounding gas medium can be neglected in our experiments since we work at pressures
below 1× 10−6mbar [36, 37].

1.2. Force sensing

1.2.1. Response function of the simple harmonic oscillator

In the last section we have derived an equation of motion (1.69) valid for each mode of
a singly clamped beam resonator. Noticing its form we can treat the dynamic behavior
of the beam as a simple damped harmonic oscillator

Mr̈(t) + Γṙ(t) +Mω2
0r(t) = F (t) (1.70)

with the difference that M = Meff and in the limit of high quality factors Q ≫ 1.
Here Γ = Mω0

Q and we will from now on consider the problem in the form given above,
dropping the mode index.
Analyzing the response of a linear time-invariant system, such as the simple harmonic

oscillator, to a periodic external driving force F (t) is conveniently performed in Fourier
space since F (t) can always be decomposed into its Fourier components. Transforming
the harmonic oscillator equation gives

−Mω2r̂(ω)− iΓωr̂(ω) +Mω2
0 r̂(ω) = F̂ (ω) (1.71)

where F [r] = r̂(ω) denotes the Fourier transform3 and we have used some of its prop-
erties4. Rearranging in the framework of transfer functions yields

χ(ω) =
r̂(ω)

F̂ (ω)
=

1

M [ω2
0 − ω2]− iΓω

. (1.72)

The function χ(ω) is the mechanical susceptibility and describes the spectral response
of the simple damped harmonic oscillator to an external driving force of frequency ω.
The time domain signal is given by the inverse Fourier transform acting on r̂(ω). In
order to describe the relation purely in the time domain one would need to consider the
convolution r(t) = (χ(t) ∗F (t)) =

∫∞
−∞ χ(τ)F (t− τ) dτ , which in Fourier space becomes

a simple multiplication5 as exploited above.
It is instructive to split the mechanical susceptibility into its real and imaginary parts

χ′(ω) = ℜ(χ(ω)) = M [ω2
0 − ω2]

M2[ω2
0 − ω2]2 + ω2Γ2

(1.73)

χ′′(ω) = ℑ(χ(ω)) = ωΓ

M2[ω2
0 − ω2]2 + ω2Γ2

= |χ(ω)|2ωΓ (1.74)

3F [f ] = f̂(ω) =
∫∞
−∞ f(x)eiωtdt, F−1[f̂ ] = f(t) = 1

2π

∫∞
−∞ f(x)e−iωtdω

4F [d
nf

dxn ] = (−iω)nf̂(ω)
5F [f ∗ g] = f̂(ω)ĝ(ω)
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Figure 1.4. – Mechanical susceptibility of the damped harmonic oscillator
Plotted for Q = 20. The amplitude exhibits a peak at ωd = ω0 and the
phase undergoes a π-shift.

and represent the response in polar form with amplitude and phase

|χ(ω)| = 1√
M2[ω2

0 − ω2]2 + ω2Γ2
(1.75)

argχ(ω) = arctan2 (χ′′, χ′). (1.76)

The response to an arbitrary drive tone of the form Fd(t) = F0 cos(ωdt+ϕd)
6,7 is plotted

in Figure 1.4 for a quality factor of Q = 20. The amplitude response is peaked at the
resonance frequency8 ωd ≈ ω0, slightly below the natural resonance frequency ω0. Its
approximate value for small damping is |χ(ω0)| = 1/(ω0Γ) = Q/k, where k = Mω2

0

is the spring constant. In DC at ωd = 0 the response is given by |χ(0)| = 1/k. This
demonstrates that the harmonic oscillator response is amplified by a factor of Q for
dynamic forces at resonance as compared to static forces and aiming for a high quality
factor greatly improves the dynamic force sensitivity.

The phase response is first in-phase with the driving force at frequencies ωd ≪ ω0. At
resonance it exhibits a π/2 lag with respect to the driving force and at high frequencies
ωd ≫ ω0 it is following out of phase (π-shift).

6F̂ (ω) = F0π(δ(ω − ωd) + δ(ω + ωd))e
iϕd , setting ϕd = 0 and omitting the negative frequency part.

7δ(x− a) = 1
2π

∫∞
−∞ ei(x−a)tdt,

∫∞
−∞ δ(x− a)f(x)dx = f(a),

∫∞
−∞ δ(x)dx = 1

8ωd = ω0

√
1− Γ2

2Mk
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1.2. Force sensing

1.2.2. Thermal noise

In order to estimate the ultimate force sensitivity of a NW resonator it is necessary to
consider its response to small fluctuations at finite temperature. Consider a resonator
coupled to an infinite reservoir of temperature T , driven by the thermal force Fth(t).
Its corresponding temporal amplitude fluctuation can be characterized by the difference
between their instant value and their time average

r̃(t) = r(t)− ⟨r(t)⟩ (1.77)

where ⟨r(t)⟩ denotes the time average. The time average of the fluctuation itself can be
shown to be zero9. However we can define their variance

⟨r̃2(t)⟩ = ⟨[r(t)− ⟨r(t)⟩]2⟩ = ⟨r2(t)⟩ − ⟨r(t)⟩2 (1.78)

as a useful quantity to capture the nature of the fluctuations. Under the condition that
the resonators amplitude is subject to small statistical fluctuations with zero average
about its equilibrium position, we can assume that ⟨r(t)⟩ = 0 and the fluctuations are
entirely characterized by their variance. A generalization of the variance is given by the
auto-correlation function

Kr(τ) = ⟨r(t+ τ)r(t)⟩ =
∫ ∞

−∞
r(t)r∗(t− τ) dt (1.79)

where the ∗ denotes the complex conjugate. Note that Kr(0) recovers the variance.
The auto-correlation function describes how much a signals amplitude is still correlated
after a time interval τ . For thermal fluctuations we assume that they are very short
lived i.e. their correlation time τ is way smaller than the response time of the harmonic
oscillator10. Additionally we assume that the thermal fluctuations are time invariant,
that is Kr(τ) = Kr(−τ).

Next we are interested in the spectral nature of the fluctuations. The natural approach
is to consider the Fourier transform

⟨r̂(ω)r̂∗(ω′)⟩ =
∫ ∞

−∞

∫ ∞

−∞
⟨r(t)r(t′)⟩eiωt−iω′t′dt′dt

=

∫ ∞

−∞

∫ ∞

−∞
Kr(τ)e

i(ω−ω′)t′eiωτdt′dτ

=

∫ ∞

−∞
Kr(τ)e

iωτdτ

∫ ∞

−∞
ei(ω−ω′)t′dt′

= Sr(ω)2πδ(ω − ω′). (1.80)

9⟨r(t)− ⟨r(t)⟩⟩ = ⟨r(t)⟩ − ⟨r(t)⟩ = 0
10τ = 2Q/ω0 = 2M/Γ
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1. Theory

The relation derived above is the Wiener-Khinchin theorem and it states that the cor-
relation function and the spectral density Sr(ω) are Fourier transform pairs

Sr(ω) =

∫ ∞

−∞
Kr(τ)e

iωτdτ (1.81)

Kr(τ) =
1

2π

∫ ∞

−∞
Sr(ω)e

−iωτdω. (1.82)

Consider again the special τ = 0 which yields

Kr(0) = ⟨r2(t)⟩ = 1

2π

∫ ∞

−∞
Sr(ω) dω (1.83)

relating the variance of the fluctuations to the spectral density. Next we will make use
of the equipartition theorem. Under the assumption that the resonator is in thermal
equilibrium (kBT ≫ ℏω0) every degree of freedom contributes 1

2kBT to the average
energy and we can write for the potential energy [38]

1

2
Mω2

0⟨r2(t)⟩ =
1

2
kBT. (1.84)

With the Wiener-Khinchin theorem (1.83) it follows that

⟨r2(t)⟩ = 1

2π

∫ ∞

−∞
⟨|r̂(ω)|2⟩ dω

=
1

2π

∫ ∞

−∞
|χ(ω)|2⟨|F̂th(ω)|2⟩ dω =

kBT

Mω2
0

(1.85)

where we additionally used the definition of the harmonic oscillator susceptibility (1.72).
Noting that the integrand is strongly peaked around ω0 and using equation (1.74) allows
us to write [38]

kBT

Mω2
0

=
⟨|F̂th(ω0)|2⟩

2Γ

∫ ∞

−∞

1

π

χ′′(ω)

ω
dω =

⟨|F̂th(ω0)|2⟩
2ΓMω2

0

(1.86)

where in the last step we exploited the Kramers-Kronig relations11 for χ′ and χ′′ by
extending χ(ω) to the complex plane. Rearranging gives the following link between the
force noise spectrum and the mechanical dissipation

SF (ω) = ⟨|F̂th(ω0)|2⟩ = 2ΓkBT (1.87)

known as the fluctuation-dissipation theorem [39–41]. The expression turns out to be
independent of frequency, meaning that the spectrum of the thermal noise force driving
the resonator is white. Assuming that Γ is universal for a given resonator and does not

11χ(z) =
∫∞
−∞

1
π

1
ω−z

χ′′(ω) dω and − 1
π
χ′′(ω) dω = residue of poles between ω and ω+dω. The integral

is also solved in [24].
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1.2. Force sensing

change with frequency we can extend the relation above to hold for arbitrary ω0. Using
the Wiener-Khinchin theorem once again gives

⟨r(t)r(t′)⟩ = 1

2π

∫ ∞

−∞
e−iω(t−t′)⟨|F̂th(ω0)|2⟩ = 2ΓkBTδ(t− t′). (1.88)

Now we can derive the noise spectrum of a harmonic oscillator subject to thermal fluc-
tuations [38]

Sr(ω) = ⟨|r(ω)|2⟩ = |χ(ω)|2⟨|Fth(ω)|2⟩ = ⟨|Fth(ω)|2⟩
χ′′(ω)

ωΓ
=

2kBT

ω
χ′′(ω)

= 2kBT
Γ

M2[ω2
0 − ω2]2 + ω2Γ2

(1.89)

In the derivation above we were considering the double-sided spectral density including
the negative frequency part. For a real-valued function (f∗ = f) we can use only the
positive frequency half by folding over the negative part and gaining a factor of 2

Sr(ω) = 4kBT
Γ

M2[ω2
0 − ω2]2 + ω2Γ2

. (1.90)

which is called the displacement noise power spectral density (PSD). The maximum at
ω = ω0 gives the resonators maximal thermal amplitude ⟨r2(ω0)⟩ = 4kBT

ω2
0Γ

in units of

m2Hz−1.

1.2.3. Force sensitivity

The fluctuation-dissipation theorem shows that a mechanical oscillator in thermal equi-
librium with its environment will always be subject to fluctuations proportional to its
dissipation, independent of frequency. This means that its displacement amplitude fluc-
tuations will settle to a non-zero value imposing a limit on the minimum detectable
external force. Using the definition of the mechanical susceptibility again gives

r̂(ω) = χ(ω)[F̂th(ω) + F̂ (ω)] (1.91)

where we consider the thermal noise contribution and an external driving force that
we want to measure. Again F (t) may contain only a single frequency so that F̂ (ω) =
F0δ(ω−ωd) (see Section 1.2.1). In an actual measurement we are not able to characterize
the full thermal noise frequency spectrum since any measurement is constrained by its
bandwidth12. Instead we acquire the power spectrum within a certain bandwidth BW,
which can be obtained by integrating the power spectral density

Pr(ω) =

∫
BW

[Sr,th(ω) + Sr,d(ω)] dω (1.92)

12It also would require an infinitely long measurement time.
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1. Theory

Carrying out the integration and using the dissipation-fluctuation theorem gives

Pr(ωd) = |χ(ωd)|24ΓkBT BW+ |χ(ωd)|2F 2
0 (1.93)

and the power spectrum consists of the sum of thermal noise and signal. The ultimate
sensitivity is then defined as the point where both contributions are equal, that is the
signal-to-noise ratio (SNR) is equal to one. Equating both contributions leads to the
following expression for the minimum detectable force

F0,min =
√

4ΓkBT BW =

√
4kBT

Mω0

Q
BW. (1.94)

In literature this quantity is usually normalized to a BW = 1Hz and has units of N/
√
Hz

to be comparable. From the above expression we can easily recognize the prerequisites
for an excellent force sensor. It ought to have a small mass, a low resonance frequency
and a high quality factor, while being operated at low temperature.

In the derivation of the force sensitivity above we have ignored additional noise con-
tributions in the signal. Apart from the thermal noise there usually is detector noise
present in any setup. Possible sources of detection noise are shot noise of the photo
diode or additional input noise from instruments or other sources. The detector noise
power spectral density Sr,det(ω) is assumed to be white in most cases.

1.2.4. Formalism for NW resonators

Nanowire resonators can be incorporated into the theory of oscillating beams by con-
sidering a symmetric cross-section with equal moments of inertia Iy = Iz. In this limit
the Euler-Bernoulli beam theory derived in Section 1.1.1 can be modified to include
two orthogonal superimposed modes oscillating along z and y, which are degenerate. In
practice small asymmetries in the cross-section or the clamping lead to a splitting in
frequency [11–13, 34, 42–51] usually by many times their linewidth. We can describe
such a system by the superposition of two single Euler-Bernoulli modes with different
resonance frequencies ωn,i and dissipation coefficients Γn,i (i = 1, 2) but with the same
effective mass. In the following we formulate expressions for the thermal spectrum and
force sensing with with respect to both modes.

Thermal spectrum

The thermal spectrum of the two orthogonal modes is given by the sum their power
spectral densities (1.90). Since only the fundamental modes are relevant for our experi-
ments we will from now on only consider the first order modes ri(t) oscillating along the
directions ri and label their resonance frequencies and dissipation coefficients as ωi and
Γi (i = 1, 2). Then we can write

Sr(ω, r1, r2) = Sr1(ω)r̂1 + Sr2(ω)r̂2 (1.95)
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Figure 1.5. – Thermal noise power spectral density
Data of a Si NW at room temperature. Fitting with equation (1.96)
plus an offset for the detector noise – consisting of electronic noise and
the shot noise of the photoreceiver – yields resonance frequencies f1 =
347.65 kHz, f2 = 349.58 kHz, quality factors Q1,2 ≈ 2000, an effective
mass of M = 8.7× 10−16 kg and Sdet = 1.05× 10−23m2Hz−1. The mode
angle α between the measurement vector and the lower frequency mode
is α = 33◦. Indicated are the fitted contributions from both modes in red
and blue. The fit according to equation (1.96) without Sdet is highlighted
in dark grey.
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1. Theory

In our experiment we detect the NW motion optically with a fiber based interferometer.
The quantities we measure is the projection of the NW motion onto the measurement
vector (see Section 2.2.3) which is defined as the local optical gradient at the position of
the NW pointing in the direction êβ. Since the NW modes are orthogonal we can write
the projection as r(t) · êβ = cos(α)r1(t)r̂1 + sin(α)r2(t)r̂2. Remark : β is defined as the
angle between the local optical gradient and the optical axis and α is the angle between
the measurement vector and the lower frequency mode (see Figure 2.7 for details).
The power spectral density for the sum of both orthogonal first order modes is then

given by

Sr(ω) = Sr1(ω) cos
2 α+ Sr2(ω) sin

2 α

= 4kBT

{
Γ1 cos

2 α

M2[ω2
1 − ω2]2 + ω2Γ2

1

+
Γ2 sin

2 α

M2[ω2
2 − ω2]2 + ω2Γ2

2

}

=
4kBT

M

 ω1 cos
2 α

Q1[ω2
1 − ω2]2 +

ω2
1ω

2

Q2
1

+
ω2 sin

2 α

Q2[ω2
2 − ω2]2 +

ω2
2ω

2

Q2
2

 (1.96)

where we have used the definition of the mechanical dissipation. This formula is routinely
applied to fit the measured spectra for the effective mass or temperature, resonance
frequencies, quality factors and the mode angle as illustrated in Figure 1.5. It should be
noted that this expression is valid only for a measurement at the tip of the NW (x0 = L).
For a different position 0 < x0 < L an additional mode shape factor of U2

0 (x0) has to be
taken into account.
The NW resonator is generally assumed to be in thermal equilibrium and its tem-

perature matches the environment, either room temperature, liquid nitrogen or liquid
helium temperature on large time scales. However this assumption is invalid if there
are heating effects present due to the readout and/or driving laser for NWs with a high
absorption coefficient. At room temperature these are negligible due to the small laser
powers and we can estimate the effective mass properly at x0 = L. Once M is fixed we
can fit for the mode temperature at cryogenic temperatures, again at the tip of the NW
or correcting for the mode shape. To illustrate further it follows from the equipartition
theorem (1.84) and the Wiener-Khinchin theorem (1.83) that

Tmode =
Mω2

0

kB
⟨r2(t)⟩ = Mω2

0

kB

1

2π

∫ ∞

0
Sr(ω)dω (1.97)

where Sr(ω) is the measured power spectral density (1.96) at position x0 and can be
integrated around the resonance in order to retrieve Tmode.

Vectorial force sensing

Rossi and de Lepinay simultaneously developed a formalism describing the vectorial force
sensing ability of a NW resonator [11, 46, 52]. Following the approach of Rossi we can
write down a generalized equation of motion for both NW modes

M r̈(t) +

[
Γ1 0
0 Γ2

]
ṙ(t) +

[
k1 0
0 k2

]
r(t) = F(r, t) + Fth(r, t). (1.98)
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Figure 1.6. – Eigenmode rotation
Illustration of the eigenmode rotation when the NW is subject to force
gradients. Light blue and orange are the free modes and blue and red
the rotated eigenvectors. Black is the measurement vector onto which
the motion of the modes is projected. Remark : The NW is aligned along
the z-axis and oscillating in the xy-plane.

where Γi are the dissipation coefficients, ki the spring constants, r(t) = [r1(t) r2(t)]
T ,

F(r, t) = [F1(r1, t) F2(r2, t)]
T and Fth = [Fth,1 Fth,2]

T . Expanding the external driving
force for small oscillations around the origin at r = 0 gives

Fi ≈ Fi(0) +
∑

i,j=1,2

rj
∂Fi

∂rj

∣∣∣∣
0

(1.99)

Dropping the time dependence and using the shorthand Fij =
∂Fi
∂rj

∣∣∣
0
i, j ∈ 1, 2 yields

M r̈(t) +

[
Γ1 0
0 Γ2

]
ṙ(t) +

[
k1 − F11 −F12

−F21 k2 − F22

]
r(r) = F0 + Fth. (1.100)

The first matrix containing the dissipation coefficients will be labeled Γ and the second
containing the effective spring constants K. For small force gradients the natural spring
constants become modified by −Fii, i = 1, 2 and shear forces −Fij , i ̸= j couple the
two modes. K can be diagonalized under the additional assumption that dissipations

are small with respect to the unperturbed resonance frequencies Γi
2M ≪

√
ki
M in order to

retrieve new hybridized eigenmodes with eigenvalues of

k′1,2 =
1

2

[
k1 + k2 − F11 − F22 ±

√
(k1 − k2 − F11 + F22)2 + F12F21

]
(1.101)
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and new normalized eigenvectors expressed in the basis of the unperturbed ones

r̂′1 =
1√

(k2 − F22 − k′1)
2 + F 2

12

[
k2 − F22 − k′1

F12

]
(1.102)

r̂′2 =
1√

(k1 − F22 − k′2)
2 + F 2

21

[
F21

k1 − F11 − k′2

]
. (1.103)

This means that shear forces rotate the eigenvector basis of the two modes. By measuring
the mode angle α we are able to observe the eigenvector rotation [11]. However due to our
detection method (see Section 2.2.3) the sign of α for a single measurement is ambiguous
and we have to acquire two consecutive spectra along different measurement vectors in
order to clarify the rotation direction. For conservative forces (∇×F = 0) F12−F21 = 0
and the new eigenvectors retain orthogonality r̂′1 · r̂′2 = 0.

Now we consider the case of weak forces acting on the NW tip, that is the spring
constants of the NW are bigger than the force gradients (ki ≫ Fii). We can write for
the new eigenvalues and eigenvectors in first order

k′1 ≈ k1 − F11, k′2 ≈ k2 − F22, (1.104)

r̂′1 =
1√

(k1 − k2)2 + F 2
12

[
k1 − k2
−F12

]
(1.105)

r̂′2 =
1√

(k1 − k2)2 + F 2
21

[
F21

k1 − k2

]
(1.106)

The resonance frequency of the perturbed modes is given by f ′
i =

1
2π

√
k′i/M . Inserting

the above assumption yields

f ′
i ≈

1

2π

√
ki − Fii

M
=

1

2π

√
ki
M

[
1− Fii

ki

]
≈ fi − fi

Fii

2ki
(1.107)

Rearranging we can state the frequency shift equation which is at the heart of our
measurements

∆fi = f ′
i − fi = − fi

2ki

∂Fi

∂ri

∣∣∣∣
0

. (1.108)

Scanning force microscopy with a NW resonator enables the simultaneous imaging of
the two orthogonal in-plane force gradients by recording its frequency shifts, under the
assumption that the acting force gradients are weak compared to the NWs spring con-
stants and that the force field is conservative. If shear forces are present the eigenmode
basis rotates by an angle δα leaving a mark in the oscillation amplitude signal13, since
the mode projections onto the measurement vector get shifted. Additionally we should
note that the oscillation amplitude of the NW is usually kept small enough to locally
probe the force gradients, which makes an integration of the force gradient over one
oscillation cycle along the NW mode trajectory unnecessary, as required in AFM.

13A peak in one mode amplitude and a dip in the other.
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1.3. Magnetic contrast formation

1.3. Magnetic contrast formation

Since the advent of magnetic force microscopy (MFM) [3, 53] many different probe de-
signs have been fabricated, in the beginning with the aim to just pick up magnetic signals
from surfaces and later to improve spatial resolution and understand better the meaning
of the measured quantities. Early designs were using electrochemically etched magnetic
wires [3, 54–59] and relying on modifying cantilevers by depositing magnetic material
somewhere close to the tip [60]. As a standard technique emerged the coating of Si AFM
cantilever tips with magnetic thin films [61] which offers the advantage of a reliable and
large scale fabrication process. More recent efforts focus on enhancing specific properties
of the magnetic imaging probes. For example a double coating separated by a spacer
layer can be used to realize a dipole tip model which possesses enhanced sensitivity to
small spatial frequencies [62, 63]. Other approaches focus on thin and sharp magnetic
tips at the apex of AFM cantilevers by electron beam induced deposition [64–68], coating
of carbon nanotubes [69–71] iron filled carbon nanotubes [72–75] or attaching an iron
NW to a cantilever [76]. An excellent overview of recent progress is given in [63] and
[77].

The formation of the magnetic imaging contrast is very complex since the mutual
interaction between tip and sample field can become quite convoluted. Generally one
aims for a hard magnetic tip possessing a magnetization state that is unperturbed by the
sample stray field [63]. In this regime we can assume that the tip magnetization is fixed
throughout the whole measurement and a static tip model describes the interaction of
the tip with the sample stray field. The sample magnetization on the other hand might
be very well disturbed by the the tip stray field [78], also leading to interesting dissipation
effects. Designing a suitable MFM probe requires balancing a lot of factors e.g. spatial
resolution, magnetic sensitivity, invasiveness, expected sample stray field, external field
range, temperature range, tip model and many more.

1.3.1. Stray field and magnetization reconstruction

Let us first consider the stray field of a sample with a given time-independent magne-
tization. The Maxwell’s equations for magnetic fields in the static case with no free
currents present are given in differential form by

∇ ·B = 0 (1.109)

∇×H = 0 (1.110)

where the magnetic field strength H and the magnetic flux density B are related by
B = µ0(H + M). The magnetization M is defined in the sample volume V ⊆ R3 and
zero outside. It follows from (1.109) that [63, 79]

∇ ·H = −∇ ·M. (1.111)
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1. Theory

Since H is conservative (1.110) we can express it in terms of the magnetic scalar poten-
tial14

H = −∇ϕm (1.112)

and it fulfills the Poisson equation

∇2ϕm(r) = −ρm, r ∈ V (1.113)

∇2ϕm(r) = 0 otherwise. (1.114)

Additionally it needs to satisfy the boundary conditions that it is continuous across the
surface. The magnetic volume and surface charges are defined as follows

ρm = −∇ ·M (1.115)

σm = n̂ ·M (1.116)

where n̂ is the unit vector normal to the boundary surface S of V . Then the scalar
potential can be expressed as15

ϕm(r) =
1

4π

[∫
V

ρm
|r− r′|

d3r′ +

∫
S

σm
|r− r′|

d2r′
]

(1.117)

and by applying equation (1.112) we receive an expression for the stray field

H(r) =
1

4π

{
−
∫
V

[∇′ ·M][r− r′]

|r− r′|3
d3r′ +

∫
S

[n̂ ·M][r− r′]

|r− r′|3
d2r′

}
. (1.118)

It immediately follows that the stray field can be calculated from integrating over mag-
netic volume and surface charges across the volume of the sample. For a uniform mag-
netization (ρm = 0) and we only need to consider the second integral for the surface
charge contributions.

In MFM we are usually interested in solving the inverse problem and obtaining the
magnetization from the measured stray field or frequency shift. Unfortunately for a
given stray field the magnetization is not unique, since many different volume densities
and surfaces charges may lead to the same stray field, even for a uniform magnetization
unless additional assumptions are made [63].
To treat the inverse problem it is useful to transform the equations to Fourier space.

Since our images are taken in the xy-plane above the sample of interest we map r =
[x, y, z] → [kx, ky, z] where the sample is located at z = 0. The nabla operator takes the
form ∇k = [ikx, iky,

∂
∂z ] and we can transform the free space equation (1.114) to [63]

∇2
kϕ̂m(k, z) = −[k2x + k2y]ϕ̂m(k, z) +

∂2ϕ̂m(k, z)

∂z2
= 0 (1.119)

⇔ ϕ̂m(k, z) =
1

k2
∂2ϕ̂m(k, z)

∂z2
(1.120)

14∇×∇ϕ(r) = 0 holds for any scalar ϕ(r).
15Using the identities ∇′

[
1

|r−r′|

]
= r−r′

|r−r′|3 , δ
3(r− r′) = − 1

4π
∇2 1

|r−r′| and the divergence theorem.
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1.3. Magnetic contrast formation

with the spatial wave vector k = (kx, ky) and k =
√

k2x + k2y. The general solution can

be spotted immediately to be

ϕ̂m(k, z) = ϕ̂m(k, 0)e−kz. (1.121)

Applying equation (1.112) gives the stray field in Fourier space as16

h(k, z) = −∇k[ϕ̂m(k, 0)e−kz] = h(k, 0)e−kz (1.122)

and reveals the fact that knowing the field for one distance z0 allows for upward or
downward continuation by multiplying with a factor e−k∆z. The components of the
stray field are then

h(k, z) = −

ikxiky
∂
∂z

 ϕ̂m(k, z) =

−ikx
−iky
k

 ϕ̂m(k, z) (1.123)

and the nabla operators z-component can be identified as −k. It follows that the stray
field components are not independent but once for example the z-component is known
the x- and y-component can be calculated as

hz(k, z) = kϕ̂m(k, z) (1.124)

hx,y(k, z) = − ikx,y
k

hz(k, z). (1.125)

Another way to see this is by starting from Maxwell’s equations (1.110) and (1.109)
which give in Fourier space

ikyhz = −khy (1.126)

ikxhz = −khx (1.127)

ikxhy = ikyhx (1.128)

and khz = ikxhx + ikyhy. (1.129)

The set of equations is over defined and knowing one component fixes the other two
[80]. Note that singularities arise in the case where kx, ky or k are equal to zero. This
case corresponds to a uniform DC offset of the stray field in real space. Since the
equations above all contain first order derivatives this offset remains undefined. Lima
[80] developed ways to treat the singularities, which is beyond the scope of this work.
The link between field and magnetization in Fourier space can be written in matrix

form. By assuming that the magnetization is restricted to a 2D plane at z = 0, that is
M(r) = M(x, y, 0), one can derive the following relation [81–84]

h(k, z) = −1

2
e−kz

 k2x/k kxky/k ikx
kxky/k k2y/k iky
ikx iky −k

m(k, 0) (1.130)

16The Fourier transforms of H(r) and M(r) are denoted with small letters h(k) and m(k).
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Since the matrix possesses rank 1 it is apparent that the system of equations is not lin-
early independent and allows for infinitely many solutions. However fixing the direction
of M (e.g. out-of-plane) gives a set of equations that can be solved for the component(s)
of the magnetization [7, 8, 84–86]. Of course it is also possible to guess a magneti-
zation and calculate the stray field using the above equation until it agrees with the
observational data.

1.3.2. Tip models and transfer function approach

Now that we have established a link between magnetization and stray field, we will take
it one step further and explore how the stray field and the corresponding forces acting
on the NW resonator are related. Aiming for quantitative MFM requires the precise
knowledge of the tip magnetization or a suitable calibration procedure. Early models
focused on cone-shaped or pyramidal tips [4–6, 87–89] as they were used on most MFM
experiments. Hug and van Schendel later developed the powerful transfer function model
[7, 8] applicable to the calibration of any magnetic tip.

Tip transfer function

Following Hug and van Schendel [7, 8] we can derive the force acting on a tip with
magnetization Mtip as response to the sample stray field H. The magnetostatic energy
is given by [79, 90]

Em(r, z) = −µ0

∫
Mtip(r

′, z′) ·H(r+ r′, z + z′)dr′dz′ (1.131)

where the coordinate systems are illustrated in Figure 1.7 and H(r, z) is the sample stray
field. The force acting on the tip is then given by the gradient of the magnetostatic energy

F(r, z) = µ0

∫
∇
[
Mtip(r

′, z′) ·H(r+ r′, z + z′)
]
dr′dz′

= µ0

∫ [
Mtip(r

′, z′) · ∇
]
H(r+ r′, z + z′)dr′dz′ (1.132)

where we exploited that H(r, z) is conservative and a known vector calculus identity17.
Applying the two dimensional Fourier transform as in the previous section with respect
to the sample coordinate system yields

F̂(k, z) = µ0

∫ [
Mtip(r

′, z′) · ∇k

] [∫
H(r+ r′, z + z′)e−ikrdr

]
dr′dz′. (1.133)

In the next step we use the coordinate transformation r̃ = r + r′ and the upward
propagation of the stray field from the previous section18 to receive

F̂(k, z) = µ0h(k, z)

∫
M̂∗

tip(k, z
′)e−kz′∇kdz

′

17∇ [A ·B] = [A · ∇]B+ [B · ∇]A+A [∇×B] +B [∇×A]
18h(k, z + z′) = h(k, z)e−kz′
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σtip

ρtip
x'

y'

z'

x

y

z

dtip
ltip

Figure 1.7. – Magnetic NW tip
Illustration of a cylindrical magnetic NW tip hovering above the sample
plane. The orange part represents the non-magnetic part of the NW and
the red part the tip possessing a magnetic volume charge ρtip and mag-
netic surface charges σtip. The tip dimensions are given by the diameter
dtip and the tip length ltip and the primed coordinate system represents
the tip reference system with its origin at the apex of the tip.

= µ0h(k, z)

∫
ρ∗tip(k, z)e

−kz′dz′

= µ0σ
∗
tip(k)h(k, z) (1.134)

where we again used the form of∇k in fourier space19 and defined the complex conjugates
of the equivalent magnetic surface charge density and the magnetic volume charge density

ρ∗(k, z′) = ∇∗
kM̂

∗
tip(k, z

′) (1.135)

σ∗
tip(k) =

∫
ρ∗tip(k, z

′)e−kz′dz′. (1.136)

This result shows that in Fourier space the force acting on the magnetic NW tip becomes
a simple multiplication of the equivalent magnetic surface charge density with the stray
field.
It remains to determine the relation between the frequency shift of the NW modes,

which is proportional to the force gradient along the mode direction as derived in equa-
tion (1.108), and the stray field. We can write for the force along the modes (i = 1, 2)

F̂i(k, z) = r̂i · F̂(k, z)
= µ0σ

∗
tip(k) r̂i · h(k, z). (1.137)

19∇k = [ikx, iky,−k]

25



1. Theory

In the MFM literature one usually continues by expressing the field as derivative of
its z-component (see previous section) and defining from that a lever canting function
LCF(k)20, which takes into account a tilt of the oscillation direction with respect to the
z-axis. We however continue with the expression above. The derivative along the NW
modes is given by

∂F̂i

∂ri
= r̂i · ∇kF̂i(k, z)

= µ0σ
∗
tip(k) r̂i · ∇k[r̂i · h(k, z)]. (1.138)

Now we will assume a specific form of r̂i namely that it represents the oscillation
direction of the first mode given by r̂1 = [cosα, sinα, 0], where α is the mode angle21.
Inserting yields

∂F̂1

∂r1
= µ0σ

∗
tip(k)r̂1∇k [hx(k, z) cosα+ hy(k, z) sinα]

= µ0σ
∗
tip(k)[ikx cosα+ iky sinα] [hx(k, z) cosα+ hy(k, z) sinα]

(1.128)
= µ0σ

∗
tip(k)

i

kx
hx(k, z)[kx cosα+ ky sinα]

2

= µ0σ
∗
tip(k)NWTF2(k, α)

i

kx
hx(k, z) (1.139)

where we defined the NW transfer function as

NWTF(k, α) = [kx cosα+ ky sinα] (1.140)

Note that it corresponds to the lever canting function LCF(k) for n̂ oriented in-plane and
that an equivalent expression for the force gradient exists in terms of the y-component
of the stray field22. Finally we can give the relation between the frequency shifts of both
modes and the stray field in Fourier space

∆f1(k, z) = − f1
2k1

µ0σ
∗
tip(k)NWTF2(k, α)

i

kx,y
hx,y(k, z) (1.141)

∆f2(k, z) = − f2
2k2

µ0σ
∗
tip(k)NWTF2(k, α+

π

2
)

i

kx,y
hx,y(k, z). (1.142)

The frequency shift of the second mode is simply given by the orthogonality of the NW
modes. Inverting the above equations one can calculate the stray field from frequency
shift, provided σ∗

tip(k) is known. In a second step a magnetization pattern can be
obtained from the stray field as demonstrated in Section 1.3.1, under the assumption that
the direction of the sample magnetization is fixed and constrained to a two-dimensional
plane.

20h(k, z) = − 1
k
∇hz(k, z), LCF(k) = − 1

k
n̂∇k, where n̂ is normal to the cantilever surface.

21Additionally we assume that the measurement vector is along the optical axis (β = 0◦).
22 ∂F̂1

∂r1
= µ0σ

∗
tipNWTF2(k, α) i

ky
hy(k, z)
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1.3. Magnetic contrast formation

In this framework solely the equivalent magnetic surface charge σ∗
tip(k) describes the

magnetic part of the interaction with the stray field. Characterizing it is key to quanti-
tative magnetic force microscopy imaging. There is three ways that have been followed
to obtain the form of σ∗

tip(k).

Instrument calibration The beauty of the transfer function approach of Hug and van
Schendel [7, 8] is that σ∗

tip(k) can be calibrated without any assumptions about the
magnetic tip. They use magnetic thin films with a well known stray field pattern
originating from purely out-of-plane magnetization. By measuring the frequency
shift both sides of the transfer function equation are fully known and one can fit for
σ∗
tip(k). The resulting instrument calibration function, also containing the LCF,

is completely defined and can later be used for a different measurement. It is of
vital importance to use a calibration sample containing a wide range of spatial
frequencies.

Micromagnetic simulations The second option is to numerically obtain an expression
for σ∗

tip(k) from micromagnetic simulations. This requires a precise knowledge of
the magnetic volume and surface density in real space, which is a very difficult
task in itself. The equivalent magnetic surface charge density would then be given
by [7]

σtip(k, z) =

∫
ρtip(r

′, z′)e−kz′e−ikrdr′dz′ +

∮
σtip(r

′, z′)e−kz′e−ikr′dr′ (1.143)

The idea of this approach is to access the stray field from the measured frequency
shift by modeling σ∗

tip(k).

Geometric models The third option is a simple geometrical model for the tip magneti-
zation and use equation (1.143) as well. In MFM this method has been applied [4,
6, 91], however it is generally overestimating the signal response and a comparison
with the first method highlights that there is no agreement with the obtained cal-
ibration and the simple models (see Figure 9 in [8]). Nonetheless we will consider
some point-pole models in the next section, since they are interesting to apply for
NW resonators.

Point-pole model

The magnetization of the tip can be approximated by simple point-like magnetic mono-
poles and dipoles located at some distance ∆z with respect to the tip apex [87, 92, 93].
An illustration is displayed in Figure 1.8 [7]. If the tip magnetization is confined to a very
small volume of the apex it is usually best approximated by a point dipole. However if
it consists of an elongated cylindrical volume and the shape anisotropy dominates, only
one pole interacts with the sample stray field and a monopole is suitable to describe the
magnetic interaction. The force from the point poles immersed the sample stray field
acting at the tip is given by

F(rt, zt) = µ0 [qtipH(rt, zt +∆zmono) +mtip∇ ·H(rt, zt +∆zdip)] (1.144)
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dipole
extended dipole monopole

Figure 1.8. – Magnetic tip models
Illustration of point-pole MFM tip models. Adapted from [7].

where qtip and mtip are the magnetic monopole and dipole moment of the tip and the
tip apex is located at (rt, zt). Fourier transforming yields directly the tip equivalent
magnetic surface charge as [8]

σtip(k) = qtip +mtip∇∗
k (1.145)

and we see that in a perfect monopole model the response is constant in Fourier space
and in the perfect dipole case it is linear in k. A dipole tip thus offers an amplified
response to higher spatial frequencies.

It is instructive to also derive σtip(k) from a given magnetization in real space by
solving equation (1.143) [7, 76]. Assuming a uniform magnetization pointing along
the NW axis of a NW tip with diameter dtip and and length ltip (see Figure 1.7) we
immediately have that ρtip(k, z) = 0 and σtip(r, z) = Ms at the two ends with opposite
surface normals with the saturation magnetization Ms of the tip material. Inserting
gives

σmono
tip (k, z) = Ms

[
1− e−kltip

] ∮
A
e−ikr′dr′

= Ms

[
1− e−kltip

] ∫ dtip
2

0

∫ 2π

0
r′e−ikr′ cos(θ)dθdr

y=kr′
= Ms

[
1− e−kltip

] 2π
k2

∫ kdtip
2

0
yJ0(y)dy

= Ms

[
1− e−kltip

] 2π
k2

[yJ1(y)]
kdtip

2
0

= Ms
πdtip
k

J1

(
k
dtip
2

)[
1− e−kltip

]
. (1.146)

where we have used a few properties of the Bessel functions Jn of the first kind23. The
last factor can be understood as the contributions from the two magnetic surface charges
placed at either end of the cylindrical tip. The longer the tip the less impact the further
end has on the transfer function and the model comes close to a perfect monopole. In

23Jn(y) =
1

2πin

∫ 2π

0
eiy cos θeinθdθ, Jn(y) = Jn(−y) for even n, and d

dy
[ynJn(y)] = ynJn−1(y)
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Figure 1.9. – Monopole force transfer functions
Plotted is the monopole force transfer function σmono

tip (k) normalized to
the monopole surface charge qtip for two different cases. In dark gray
for a NW that is fully magnetic over a length of ltip = L = 10 µm and a

diameter of dtip = 110 nm. In light grey we show σtip
tip(k) for a tip diameter

of dtip = 70nm and a length of ltip = 1.5 µm. The response to higher
spatial frequencies mainly depends on the diameter of the NW and falls of
sharply when the spatial features become smaller that dtip. On the other
end small spatial frequencies are better imaged with a long magnetic tip.
Approximating σmono

tip (k) with qtip is only valid in the corridor of spatial
frequencies where it approaches a value of one as pointed out by Freitag
et al. [76].
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the case of a very long (ltip → ∞) and thin (k ≪ dtip) magnetic tip, expanding the
Bessel function for a small argument gives24

σmono
tip (k) ≈ Ms

πd2tip
4

= qtip. (1.147)

For the ideal monopole tip the tip equivalent magnetic surface charge is given by the
saturation magnetization multiplied with the tip cross-section.
Figure 1.9 shows σmono

tip (k) for two different dimensions of the magnetic tip. First for
a fully magnetic NW so that the NW is the tip and second for a NW with a shorter
and slightly thinner tip attached to its end. It is evident that the response to higher
spatial frequencies is sharply limited by the tip diameter dtip, whereas lower spatial
frequencies are better captured with a longer tip. As Freitag et al. discussed, the
point monopole approximation in equation (1.147) is only valid in the corridor of spatial
frequencies where its value is close to one [76]. A true monopole response is achieved
with an infinitely long and thin cylinder. However in most experimental situations only
a certain range of spatial frequencies is relevant. On the low spatial frequency end
the scanning window dimensions define a cutoff and on the high spatial frequency side
scanning at a height z0 already introduces a spatial low pass filter e−k(zt+∆zmono) in the
field transfer function.

Torque term A full description of the forces acting on a magnetic NW scanning probe
tip requires to introduce an additional torque term in the case of low spring constants
as shown by Rossi et al. [12]. If mtip is the dipole moment of the tip the torque is given
by τ = mtip ×B(rt, zt + ∆zdip). The full force acting on the NW tip is then given by
expanding equation (1.144)

F(rt, zt) = µ0

{
qtipH(rt, zt +∆zmono) +mtip∇ ·H(rt, zt +∆zdip)

+
1

leff
n̂× [mtip ×H(rt, zt +∆zdip)]

} (1.148)

where n̂ is pointing along the NW-axis and leff is the effective length. For long cantilevers
the torque term is suppressed by the prefactor 1/leff and becomes only relevant for short
and soft NWs with a large dipole moment at the tip.
The force acting along the mode directions of the NW is then Fi = r̂i · F(rt, zt). For

a magnetic driving field at resonance the amplitude response of the NW resonator is
directly proportional to the force

Fi =
1

χ(ωi)
ri =

ki
Qi

ri. (1.149)

where ri is the oscillation amplitude. Measuring the displacement response to a known
resonant stray field excitation allows to fit for the free parameters of equation (1.148),

24J1(y) =
y
2
− y3

16
+ . . .
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1.3. Magnetic contrast formation

namely qtip, mtip, ∆zmono and ∆zdip, calibrating the tip response e.g. with AC current
carrying lines [12, 13].

This procedure has been used for MFM probes on cantilevers with DC current lines
and rings of different sizes [72, 92–95]. For an extended tip volume the monopole values
qtip and ∆zmono depend on the scanning height and the separation between two lines,
since the effective volume of the tip interacting with the stray field changes. In terms
of the force transfer function σtip(k) they exhibit a clear non-constant dependence on
spatial frequency and do not agree with a perfect monopole model. The response of iron
filled CNTs as probes on the cantilever end however conforms to a monopole behavior,
as the value of the fitted monopole charge does not depend on the separation between
the current lines [72].

1.3.3. Sensitivity and spatial resolution

The sensitivity to magnetic field can be estimated by assuming a thermally limited
measurement as discussed in Section 1.2.3. One has to differentiate between the exact
tip models. While a monopole tip can transduce a resonant stray field excitation directly
to oscillation amplitude as discussed in the previous section, a dipole tip oscillation
amplitude responds to field gradient at resonance. For DC fields the frequency shift is
proportional to field gradient in the monopole model and to the second field derivative in
the dipole case. These relations are summarized in Table 1.1. The DC case is subject to
the constraint of small oscillation amplitudes so that the field gradient is probed locally
and the derivative can be linearized. For a dipole tip the direction of mtip with respect
to the mode direction is crucial to whether the mode responds to the stray field [12].

Pushing the lateral spatial resolution to smaller scales has been an ongoing effort in
MFM and resolutions down to 10 nm have been achieved [96]. The focus lies mainly
on producing very sharp tips, that confine the magnetization to a small lateral volume
and come close to the point-pole models, e.g. by engineering a vortex at the cantilever
tip [97] or using extremely thin NWs attached to the lever [76]. The situation for NW
MFM presents itself differently since the tip is oscillating in the xy-plane parallel to the
surface and the displacement amplitude gives a lower boundary for the minimum spatial
resolution. The second constrain is introduced by the scan height zt above the sample
surface and leads to spatial low pass filtering as discussed earlier. The third limitation
is given by the type of tip model. A dipole-like tip responds better to higher spatial
frequencies.

Hence designing the most suitable tip for a given sample requires balancing a lot of
different and sometimes contradictory demands and is best discussed on a case by case
basis. However the constrains of scan height including the effective offsets ∆zmono and
∆zdip, tip model and oscillation amplitude apply universally.

1.3.4. Separation of forces

For any scanning force probe the interpretation of the signal is difficult since contribu-
tions from many different sources need to be disentangled. The standard method for
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1.3. Magnetic contrast formation

MFM is the lift mode, in which any line is scanned twice at different heights. The first
pass very close to the surface images mostly the topography, while the second pass at a
lift height of a few tens of nanometers captures mainly the magnetic field contrast, due
to the different distance dependencies of the electrostatic and magnetic potentials [98].
Another way to distinguish between electrostatic and magnetic contrast is the combi-
nation of simultaneous magnetic and Kelvin probe force microscopy, which enables real
time compensation of the electrostatic potential [99]. A third option works by applying
exactly the coercive field of the tip, resulting in a demagnetized probe, and acquiring a
topographic image [100].
In general if the magnetic properties of tip and sample are suitable any combination of

inverting one and keeping the other constant, that is if there are differences in coercive
field, can be used to separate the magnetic contrast. The most powerful method was
already hinted at in Section 1.3.2 and consists of moving the magnetic contrast away
from DC to a defined frequency as first performed by Schönenberger et al. [101]. In
terms of NW-MFM this requires that the magnetic signal can be modulated up to the
NWs resonance frequencies which usually are in the range of a few hundred kHz and
makes it especially suitable to image current densities instead of static magnetization.

1.3.5. Dissipation

In scanning force measurements dissipation is usually understood as the additional ex-
ternal energy loss during one oscillation cycle by the energy transferred between tip and
sample, compared to the free free energy loss of the resonator. The power dissipated
during one period at resonance is given by

P0 =
∆W

∆t
=

ω0

2π
∆W =

ω0

2π

2πW

Q
=

1

2

Mω3
0

Q
r2 =

1

2
Γω2

0r
2 (1.150)

where we have used the definition of the quality factor (1.64). Maintaining a fixed
oscillation amplitude thus requires to excite the resonator constantly with the power
above. Let us now consider the equation of motion of a harmonic oscillator subject to a
tip-sample interaction force Fts while being driven by Fd

Mr̈(t) + Γ0ṙ(t) + k0r(t) = Fd(t) + Fts(t) (1.151)

and k0 = Mω2
0 is the spring constant. The tip sample force can be expanded around

the equilibrium position as shown in Section 1.2.4. Additionally we will introduce a
phenomenological dissipation term proportional to the velocity so that Fts =

∂Fts
∂r

∣∣
0
r −

Γtsṙ, using the same notation as above for the spatial. Inserting gives a modified equation
of motion of the form

Mr̈′(t) + [Γ0 + Γts] ṙ
′(t) + [k0 − kts]r

′(t) = F ′
d(t) (1.152)

with a new dissipation Γ′ = Γ0 + Γts and a new spring constant k′ = k0 − kts =
k0 +

∂Fts
∂r

∣∣
0
= Mω′2. Fourier transforming yields a modified mechanical susceptibility

χint(ω) =
r̂′(ω)

F̂ ′(ω)
=

1

M [ω′2 − ω2]− iΓ′ω
. (1.153)
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Now we consider the following experimental situation. The resonator is locked at res-
onance with a phase-locked loop (PLL). In the non-interacting case (Fts = 0) the dis-
sipated power is given by equation (1.150) and ωd = ω0 for a driving force Fd(t) =
F0 cosωdt. Approaching closer to the surface eventually leads to tip sample interac-
tions (Fts ̸= 0) and the PLL drives the system at ωd = ω′ with the driving force
F ′(t) = F ′

0 cosωdt. Note that ω′ and Γ′ are depending on the tip sample distance zt.
The power dissipated close to the surface during one period can be written analog to
the free situation as

P ′ =
1

2
Γ′ω′2r′2 (1.154)

where r′ is the oscillation amplitude close to surface. This allows us to write the power
dissipated by the tip sample interaction as the difference

Ptip = P ′ − P0 =
1

2

[
Γ′ω′2r′2 − Γ0ω

2
0r

2
]

(1.155)

At this point many useful forms can be derived, depending on the exact experimental
situation. Let us first investigate the case of constant driving amplitude (F0 = F ′

0).
From the susceptibility at resonance in the free and interacting case we find that

Γ′ω′r′ = Γ0ω0r (1.156)

Inserting and rearranging gives

Ptip =
1

2
Γ0ω

2
0r

2

[
ω′r′

ω0r
− 1

]
≃ P0

[
r′

r
− 1

]
(1.157)

where in the last step we approximated that ω′/ω0 ≃ 1 in most cases. In general it holds
that 0 ≤ r′ ≤ r i.e. the oscillation amplitude in the interacting case is smaller than the
free amplitude r. If r′ ≃ r the above equations gives Ptip ≈ 0, as one would expect for
an oscillation amplitude that is almost undisturbed. For a large damping r′ ≪ r we
see that Ptip approaches P0. In conclusion measuring the oscillation amplitude for fixed
driving force provides access to the dissipated power.
In AFM and MFM measurements there is usually a second feedback loop employed,

keeping the oscillation amplitude constant (r′ = r) when approaching the surface. This
has several advantages when scanning close and oscillating normal to the surface where
the dissipation can be very large compared to the free case, requiring a large dynamic
range. From the resonant conditions in both cases we get

Γ′ω′F0 = Γω0F
′
0. (1.158)

and a similar relation can be found for the dissipated powers in terms of the driving
forces

Ptip =
1

2
Γ0ω

2
0r

2

[
ω′F ′

0

ω0F0
− 1

]
≃ P0

[
F ′
0

F0
− 1

]
= P0

[
F ′
0 − F0

F0

]
= P0

[
A′

0 −A0

A0

]
(1.159)
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1.3. Magnetic contrast formation

where in the last step we expressed the driving force in terms of driving amplitude directly
proportional to the force and received the relation used mostly in AFM. Monitoring the
excitation amplitude A′

0 throughout the measurement reflects the dissipated power, if
the oscillation amplitude r is locked. A third method of determining the dissipation
experimentally is a measurement of the quality factor either by obtaining a thermal noise
PSD or with ringdown techniques. They are relatively time consuming as compared to
the dynamic readout but nonetheless useful for validating the dynamic data.
More difficult is finding an interpretation for the origin of the magnetic dissipation

measurement. Often times one classifies the nature of the dissipation channel into two
categories, hysteretic or velocity dependent [63]. Hysteretic behavior is present if the
sample magnetization switches state during one oscillation cycle of the tip. Experimen-
tal clues are sharp peaks in the dissipation data at the location where the hysteretic
switching takes place. Additionally there should also be a a dependence on scanning
height since the magnitude of the tip field gets stronger for a closer scan, leading to
more hysteretic events. Taking two consecutive scans each at different scan heights are
a good method to identify hysteretic behavior. The second type is velocity dependent
dissipation and was modeled above with a phenomenological tip-sample dissipation Γts.
Liu and Grütter for example could relate the magnetic dissipation to domain wall width
oscillations of a NiFe thin film and a CoPtCr recording medium by introducing a fric-
tional term in the equation of motion with the dissipation proportional to the square of
the magnetostriction coefficients of the two materials [102, 103].
An additional challenge is the acquisition of clean dissipation contrast data itself. If

the system transfer function is not characterized properly apparent dissipation effects
can obscure the signal as shown by Labuda et al. [104, 105] and discussed in Section
2.3. Another type of seemingly true dissipation can originate from driving the resonator
in the anharmonic regime where velocity- and position dependent terms can mix. A
special case of of apparent dissipation in NW-MFM is the eigenmode rotation in the
presence of shear forces described in Section 1.2.4, which can produce a signature of
dissipation, when only considering one mode. It can be lifted by inspecting the data
of both modes for a simultaneous dip and peak, that are simply a consequence of the
changed projection onto the measurement vector.
The sensitivity of the amplitude measurement can be derived from the force response

at resonance (1.149). Plugging in the minimum detectable force (1.94) on the right and
side and solving for Γ gives

Γmin =
1

ω0r
Fmin =

1

ω0r

√
4kBT

Mω0

Q
=

1

r

√
4kBT

M

ω0Q
(1.160)

in units of kg/s
√
Hz. The most sensitive dissipation sensors have low mass, a high quality

factor and a high resonance frequency.
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2. Nanowire Force Microscope

In this chapter we will give an overview of the low temperature microscope used for
nanowire force microscopy.

At first the operating principle and instrumentation will be described. Afterwards
we discuss in detail the optical interferometer and motion detection capabilities of the
microscope. In the last two parts we focus on different methods of actuation for a NW
resonator and how the general measurement scheme employed for mapping in plane field
gradients in a pendulum geometry is implemented.

2.1. Cryostat and instrumentation

The work horse of our nanowire force microscope is a vacuum and liquid nitrogen-shielded
liquid helium bath cryostat fabricated by Precision Cryogenic System Inc. It is equipped
with a superconducting magnet coil, which allows for the application of magnetic fields of
up to 8T in either direction along the vertical axis of the cryostat, using a Cryomagnetics
4G superconducting magnet power supply. The multi-walled cryostats interior can be
pumped to a high vacuum of about 1 × 10−4mbar and its outer chamber is filled with
liquid nitrogen (LN2), acting as a heat shield, while the inner chamber contains liquid
helium (LHe) bath. A helium recovery line is connected to the inner chamber and fed
back to the in-house helium liquifier. At a maximum filling the cryostat can be operated
for 10 to 11 d, before it requires a new filling. The whole dewar rests on a tripodal,
pressurized air-damped passive vibration isolation system. A full cooldown cycle takes
roughly two days, including pumping to a small enough pressure and cooling down the
entire probe to LHe temperature.

The actual scanning probe microscope is suspended with a four point copper beryllium
spring system from a custom build insert manufactured mostly out of stainless steel.
Connections at the top allow for attaching a turbo pump1, 14 twisted pair lines, four
radio frequency transmission lines and a few optical fibers (see Section 2.2). Additionally
an ion pump2 is part of the vacuum system and can hold the pressure in the case of
room temperature operation, since the vibrations from the turbo pump would disturb the
measurements. The bottom part of the insert consists of a copper disc to which a steel
can with an indium seal can be affixed. This allows for operating pressures in the range of
2× 10−7 to 8× 10−7mbar at room temperature. Cryogenic cooling lowers the pressure
further during low temperature operation. The material choice of copper provides a
direct interface to the LHe bath with an excellent thermal conductivity and is a crucial

1Agilent TPS compact turbo pumping station
2Agilent MiniVac
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2. Nanowire Force Microscope

(a) Microscope

(b) Top stack holder

(c) Bottom stack holder

Figure 2.1. – Nanowire scanning probe microscope
(a) Rendering of the inner titanium frame of the NW scannning probe
microscope. The top assembly is used to position a NW resonator with
respect to the focal spot of the readout laser and the bottom stack to
subsequently approach the sample of interest. (b) Detailed view of the
NW holder. A chip with NWs facing upside down is glued at the low-
ermost part so that the NWs point downwards. A dither piezo used for
actuation is pressed by a stamp towards the holder, which simultane-
ously serves as electrical contact. (c) Close-up of the sample stage. The
sample of interest is glued edge-on on top of a copper plate. In the newer
version, that is on display here, a heater coil is in direct contact with the
sample plate and allows for precise control of the sample temperature.
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2.1. Cryostat and instrumentation

part of the heat management. An extension of the copper disk acts as the anchoring
point for the aforementioned spring system offering further passive vibration isolation,
and four copper braids are ensuring a good thermal connection with the hanging part
of the microscope.

Central to this section is a titanium frame on which the scanning units of the micro-
scope are mounted. The positioning unit on the top half serves the purpose of placing
a NW resonator into the focal spot of a custom build confocal fiber objective, described
in detail later (Section 2.2.1). The unit consists of a stack of positioners and scanners,
with steppers3 for coarse navigation in all three directions and a 3D scanner4 for fine
positioning, providing a scan range of 30 µm × 30 µm × 15 µm at 4K. The same holds
true for the bottom positioning unit with the exception that the scan control is handled
by a 2D scanning unit5, offering a scan rage of 10 µm× 10 µm at LHe temperature, and
that the fine approach of the sample of interest towards the NW resonator is controlled
by applying an offset voltage to the bottom z-stepper providing a range of roughly 2 µm.
Top and bottom piezo stack are each connected to a digital piezo control6 unit with
different modules7 for every piezo, and the scanner voltages being supplied by a 16-bit
analog output card with a BNC output panel8. The coordinate system used here is de-
fined as follows: The z-axis is aligned vertically with the cryostat, the x-axis is parallel
to the optical axis of the fiber objective and the y-axis perpendicular to it. Deviations
in angle between the movement of the scanners and the coordinate system defined above
are assumed to be below 1◦.

The full microscope, without the surrounding copper parts, and close ups of the NW
and sample holder are displayed in Figure 2.1. A picture of the entire assembly can
be found in the Appendix Figure A.1. The NW chip is mounted on top of a L-shaped
sample holder which in turn is fixed to the top stack holder as shown in Figure 2.1b. This
leaves the NWs facing upside down and being the lowest extension point of the entire
top assembly. At the back of the NW holder a small dither piezo disk is pressed into
a suitable notch. The stamp providing the pressure simultaneously serves as electrical
contact to the disk. In a more recent version of the microscope the dither piezo actuation
unit was removed completely in order to excite the NWs mechanical motion optically
(Section 2.3.1). On the bottom half of the microscope the sample of interest is glued close
to the edge of a copper plate. Once mounted to the titanium holder piece it constitutes
the highest point of the bottom assembly.

In a usual measurement run one of the NW sensors is first brought into the focal
spot of the readout laser. Subsequently the sample of interest is carefully moved closer
towards the NW resonator. This illustrates a major challenge for NW force microscopy
measurement in the pendulum geometry. The sample of interest needs to be located
at the very edge of the sample chip in order to still provide optical access to the NW

3Attocube ANPx300
4Attocube ANSxyz100lr
5Attocube ANSxy100
6Attocube ANC300
7Steppers ANM150, scanners ANM 200, stepper/scanner ANM300
8National Instruments PXI-6733 and BNC-2110
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2. Nanowire Force Microscope

resonators from the side while scanning, even when the two chips are in close proximity.
In practice this constrains the accessible area to a stripe on the sample chip reaching
from the front edge to about 30 to 40 µm inwards. The precise value depends mainly
on the length of the NW sensor, the position of the focal spot along the NW axis and
the properties of the readout laser beam. Scanning too far inside of the sample chip
gradually leads to a loss of interference contrast and a modulation of the incident power
on the NW, which both affect the measurement in various undesirable ways. For example
in some NW probes the elastic modulus depends decidedly on temperature thus leading
to an additional power dependent frequency shift as incident light of varying intensity
will be absorbed during a measurement.

2.1.1. Temperature control

Thermal management is an integral part of cryostat operation. In order to exert precise
control over the sample temperature, sources and sinks of heat must be understood and
balanced in a way that leads to a desired outcome in terms of operating ranges and the
achievable rate of cooling or heating.

In our cryostat we ideally aim for the top stack, containing the NW sample, to be at
the lowest possible temperature to boost sensitivity, while at the same time being able
to exercise good control over the temperature of the sample of interest. Without the
presence of exchange gas our microscope was limited to a fixed sample temperature of
roughly 11K. Two measures were taken to provide a broader operating temperature
range on both ends of the scale. Firstly, with the addition of a heater stage (Figure
2.1c), consisting of a copper bobbin with approximately 2m of twisted Constantan wire
coiled up in a way so that opposing segments cancel their Biot-Savart fields and fixated
with Stycast, we are able to access temperatures of 50K by passing an open loop DC
current through the coil. For a precise temperature readout a calibrated temperature
sensor9 is mounted with vacuum grease10 inside a bore at the center of bobbin and its
four way resistance is converted to temperature. The copper plate containing the sample
of interest is in direct contact with the top part of the bobbin aided by another small
application of vacuum grease. In this fashion we can assume that the measured tem-
perature is indeed very close to the actual sample temperature, especially with diffusive
heat transport being eliminated by the high vacuum in the sample chamber. Secondly,
with the goal to decrease the minimum operating temperature, a soft copper braid is
routinely placed on the back edge of the copper sample plate and anchored at the lower
copper base plate of the microscope. It is fixed tightly with the same titanium screw
that was previously used.

These two additions allow for a minimum sample temperature11 of about 4.7K, close
to the LHe bath temperature, and a maximum (confirmed) value of 50K. Higher values
might be possible by increasing the heating current further. In terms of heating and

9Lakeshore Cernox® (CX-SD packaging)
10Apiezon N
11To clarify the NW temperature will still equilibrate at roughly 11K since no additional copper braid

is added to the top stack.
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cooling rates the temperature settles within a few minutes to a new value, with a slight
asymmetry between heating and cooling. The latter is taking effect on a faster time scale
than the former. Regarding the NW’s temperature on the top stack, we place a very
thin and soft copper wire from the frame at the top, to electrically ground the holder
and hopefully cool the sample holder closer to base temperature. However the deciding
factor influencing the NW temperature would in any case be the power absorbed from
the readout laser combined with the optical driving laser (see Section 2.3.1).

Apart from the low cryogenic operating temperatures described above it is possible to
operate the microscope at 77K by filling the LHe chamber with LN2 and obviously also
at room temperature. In these two cases however we are lacking the ability of applying
magnetic fields as the superconducting magnet coil requires LHe temperatures.

2.2. Optical interferometer and motion detection

Detecting the mechanical motion of a resonator employed in force measurements is at
the heart of any atomic or magnetic force microscopy instrument. There exist a host of
different detection techniques for the motion of a standard cantilever [90] ranging from
electron tunneling current, capacitive, piezoresistive [106], and piezoelectric [107–109] to
optical techniques of beam deflection [1, 110] and interferometry [58, 111, 112]. In most
standard instrumentation the optical techniques prevail due to their ease of application.
Smaller resonators approaching the nanoscale however require more advanced methods.
Doubly clamped beam resonators have been measured, apart from optical techniques,
by capacitive coupling to microwave resonators [113], an AC current passing through
the device [114, 115] and more exotically even by coupling them to a SQUID [116] or
using a cantilever scanning probe to image the vibration modes of a carbon nanotube
[117]. Another class of force sensors, which received a lot of attention recently, are ultra
thin SiN membranes, engineered to exhibit record high quality factors by exploiting soft
clamping and dissipation dilution [118]. It is very challenging however to build a robust
scanning probe platform out of these type of membranes [119]. Doubly clamped or
membrane resonators do not provide the geometric flexibility that singly clamped levers
can offer with simply scanning the sample of interest below the free end.

The vibrational modes of nanoscale resonators with a free, vibrating end have also been
measured by a variety of techniques, for example inside a scanning electron microscope
[51, 120, 121], with a microwave cavity [122], optically from the side in transmission [48,
123], reflection [11–13, 46, 47, 124, 125], inside an optical cavity [35, 126] and from the
top [127, 128]. Piezoelectric or resistive techniques are not applicable at this scale due
to the small piezoelectric response.

In our system we chose a fully fiber coupled interferometer with a confocal objective
and detection from the side, due to its mechanical robustness, space requirements and
ease at operation at cryogenic temperatures [129, 130]. A schematic sketch of the basic
components along the optical path is shown in Figure 2.2. A laser diode head12 provides
the laser beam used for the interferometric motion detection at a center wavelength of

12Toptica DFB pro, maximum power 36mW
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Figure 2.2. – Optical signal path
Sketch of the all fiber-coupled optical signal path displaying the most
important elements. The interferometer is instituted by the 95:5 fiber
optic coupler. At the signal arm (bottom left) the interference signal is
converted a voltage and its DC and AC part are analyzed further or used
for feedback and measurement control. PD: Photodiode, AOM: Acousto-
optic modulator.

1550 nm. Its temperature and current set points are controlled and maintained via a
digital laser controller13. The wavelength can be tuned by changing the diode temper-
ature over a window of roughly 4 nm around the center wavelength14 while the current
dependence of the wavelength is negligible15.

Following the output of the diode the light is attenuated by one or several fixed
fiber optic attenuators16 in series depending on the power desired at the NW resonator.
Subsequently it passes a 3-paddle polarization controller17 before entering a wavelength
division multiplexer18. Its function is to combine the light used for the interferometer
at 1550 nm wavelength with a second laser beam at a wavelength of 1625 nm required
for optically driving the NWs motion (see Section 2.3.1 for details). The interferometer
itself consists of a single mode fused fiber coupler19 with a coupling ratio of 95:5. The
smaller fraction of the incident light is guided into the cryostat and focused onto the
NW resonator, while the bigger part can be used to monitor the laser power. At the
experiment arm, the reflected and collected light follows the same path in the opposite
direction passing the fiber optic coupler a second time, where the major amount of
light is directed towards the signal arm of the interferometer. Here the 1625 nm light
is filtered out by a 1550 nm bandpass filter20 with a pass band width of 4 nm, a stop
bandwidth of 10 nm and an isolation at 1625 nm bigger than 35 dB. The remaining

13Toptica DLC pro
14Temperature coefficient: 0.099 nmK−1

15Current coefficient: 0.007 nmmA−1

16e.g. FA15T-APC for 15 dB attenuation
17Thorlabs FPC560
18Thorlabs WD1525A
19CSRayzer SMC-1550-2x2-5/95-3.0x45-SMF28e-S-1-S
20GEHT International BPF-1550-4-10-22-LL-1
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2.2. Optical interferometer and motion detection

light is converted to a voltage signal by a photoreceiver21 offering a low noise gain from
1×102 to 1×107VA−1 and a response of roughly 1AW−1. At a gain of 1×106VA−1 its
bandwidth is 1.8MHz, comfortably exceeding most of the NWs resonance frequencies.
Additionally it provides a low pass cutoff filter either working with the gain dependent
full bandwidth, 10MHz or 1MHz. If not stated otherwise, the latter setting is used.

All fibers in use are single mode fibers and all connector interfaces are of the AF/APC
type, in order to avoid spurious reflections along the optical path. As compared to a
previous iteration of the interferometer, we moved away from polarization maintaining
fibers. Empirically standard single mode fibers turn out to be more robust against small
temperature and pressure changes, which can drastically affect the polarization state of
the light guided through the fiber in the polarization maintaining case. This is especially
relevant since the amount of light scattered back by the NW resonator highly depends on
the polarization of the incident light. Ideally the incoming polarization state is aligned
with the NW-axis [34]. This can now be achieved simply by varying the polarization
of the 1550 nm laser at the input arm of the interferometer, maximizing the reflected
signal. The polarization will inevitably vary while traveling through the single mode
fiber, but it is nonetheless a fixed, deterministic function of the input state, once the
temperature inside the cryostat has settled [130]. Also in addition to the NIR fiber
coupler there exists a second one covering the visible part of the spectrum, centered
around a wavelength of 635 nm and with a coupling ratio of 50:50.

Moving on, the AC and DC part of the signal are led to a host of instruments for
monitoring and measurement control. The DC part is further amplified by a low noise
preamplifier22, usually with a gain of 10 and the low pass filter set to 100Hz, and
passed to the laser controller, an auxiliary input of a lock-in amplifier23 and a data
acquisition card24. The AC part is directly connected the lock-in amplifier for analyzing
the dynamical part of the optical signal.

2.2.1. Confocal objective

The confocal objective inside the cryostat consists of a titanium body, a glass ferrule and
two lenses for collimation25 and focusing26. During fabrication first step the collimating
lens is fixed in place with glue27. Then the loose and stripped end of the fiber28 at
the experiment arm of the coupler is fed through a glass ferrule and cleaved afterwards.
While monitoring the the collimation of the beam we fix the fiber and the ferrule to
titanium part. Finally the focusing lens is put into place and the objective can be
mounted inside the cryostat.

21Femto OE-300-IN-01-FC
22Stanford Research Systems SR560
23Zurich Instruments UHFLI
24National Instruments PXIe-6361 and BNC2090A
25Thorlabs 354430-C, NA = 0.16, f = 5.00mm, CA = 1.60mm
26Thorlabs 354140-C, NA = 0.58, f = 1.45mm, CA = 1.60mm
27TorrSeal
28Corning SMF28e, NA = 0.14, MFD = 10.4(5) µm, effective group index of refraction 1.4679
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(a) Titanium body of the confocal microscope
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(b) Cleaved fiber end and lenses

Figure 2.3. – Confocal objective
(a) Titanium body which guides the loose fiber at the experiment arm
with the help of a glass ferrule, centering it with respect to its long axis.
A collimating and a focusing lens are glued on the right hand side. (b)
Illustration of the optical elements at the cleaved end of the fiber.
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2.2. Optical interferometer and motion detection

The effective numerical aperture (NA) of the objective is a measure of its lateral
spatial resolution and is roughly 0.44. This is due to the NA mismatch between the fiber
and the collimating lens, causing the beam diameter to fall slightly short of the clear
aperture (CA) of the lenses. The choice of lenses is a compromise between a sufficiently
small focal spot and a reasonable working distance to allow for a big enough margin to
navigate with the positioners without causing accidental damage to the focusing lens or
the sample. The mode field diameter (MFD) of the fiber core serves as a pinhole and
defines the minimum focal spot achievable with this configuration, resulting in a value
of 1.53 µm. As a consequence the NW motion is integrated across a narrow section of
its length. Since most of the NW probes employed have a length of roughly 10 µm or
above it is possible to image the mode shape by moving along the NW axis.

2.2.2. Interference signal

Figure 2.3b depicts a sketch of the optical elements at the experiment arm of the fiber
coupler. The incoming beam denoted Einc gets reflected at the fiber end. The trans-
mitted part travels through the confocal objective and illuminates the NW, while the
reflected part Eref constitutes the reference arm of the interferometer. We can link the
two components by Eref =

√
RcoreEinc, where Rcore is the Fresnel reflectivity for normal

incidence of the fiber core boundary with vacuum. Numerically this gives a value of
Rcore ≈ 3.6%. In practice we have found a good agreement with a value of 3.2% for
the objective currently mounted inside the microscope. Losses are easily explained by
an imperfect interface.

The reference part interferes with the light reflected from the NW. Passing through the
confocal objective in the backwards direction the scattered light couples into the fiber
with another loss (

√
1−Rcore) due to Fresnel reflection. Relating it to the incoming part

we can write ENW =
√
1−Rcore Es

NW = [1 − Rcore]
√
RNW Einc, where RNW expresses

the effective reflectivity of the NW. Since the reflectivity of the NW is in general rather
poor one can consider the experiment arm as a very low finesse Fabry-Pérot cavity.

NW scattering The scattering problem of light interacting with a NW resonator can
be treated in the framework of Mie theory. An extensive study of the problem of light
scattering on a cylinder of infinite length is given by Bohren and Huffman in section
8.4 of their excellent book Absorption and scattering of light by small particles [131]. A
short overview is given in the Appendix Section B. The incoming and scattered fields can
be related by an amplitude scattering matrix by expanding them in vector cylindrical
harmonics and imposing the boundary conditions at the interface between vacuum and
cylinder. From this the scattering cross section can be calculated. It depends on the
wavelength λ of the incoming light, the radius R of the cylinder and its refractive index.
In general the scattering cross section exhibits a very rich behavior especially when
the cylinder radius approaches the dimension of the wavelength or the refractive index
depends strongly on wavelength. In our experiments R is usually smaller than λ =
1550 nm by at least one order of magnitude. By fulfilling this condition it emerges that
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Figure 2.4. – 2D cavity scan
Scan of a NW resonator inside the low finesse Fabry-Pérot cavity con-
stituted by the NW and the fiber end. The plotted signal is the DC
output of the photoreceiver. Along the x-axis, which coincides with the
optical axis, interference fringes with a periodicity of λ/2 emerge as the
cavity length is changed by moving the NW. In the y-direction one can
observe the waist profile of the gaussian beam at the focal spot. Taking
the indicated line cuts one can fit the on-axis cavity response and the
beam waist parameter w0.
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2.2. Optical interferometer and motion detection

backscattering is greatly enhanced if the polarization direction of the incoming light is
aligned with the NW axis [34] as mentioned before.
The incoming light interacting with the NW can be described as a Gaussian beam in

paraxial approximation with the beam waist parameter w0 fully determining the ampli-
tude profile along the optical axis. For a beam polarized in z-direction and propagating
along the x-axis it is given by [132]

E(x, z) =
√
1−RcoreEincẑ

w0

w(x)
e
− z2

w2(x) eiϕ(x,z) (2.1)

where

w(x) = w0

√
1 + x2/x2R (2.2)

ϕ(x, z) = kx− η(x) + kz2/[2R(x)] (2.3)

is the beam radius with the relation xR = kw2
0/2 defining the Rayleigh range and

k = 2π/λ. The additional phase terms in ϕ(x, z) are the wavefront radius R(x) and the
phase correction η(x)

R(x) = x[1 + x2R/x
2] (2.4)

η(x) = arctan(x/xR). (2.5)

The Gaussian characteristics of the focused laser beam can be probed by scanning the
NW inside the focal spot and recording the DC response of the cavity as show in Figure
2.4. Since the condition for the NW radius R ≪ w0 is usually fulfilled the interac-
tion of the NW with the Gaussian beam can be approximated by plane waves and
the NW acts as a local probe of the amplitude. From the response in y-direction
we can extract the beam waist w0 by applying a Gaussian fit function (see Figure
2.5b). Noting that for our confocal setup detects the transverse coherent spread function
CSFtotal = CSFillumCSFdet [21], where we measure the total part CSFtotal. However to
determine the waist of the illuminating beams only CSFillum is of importance. Since the
illuminating and detectec coherent spread functions coincide in our case (moving though
the same objective with the fiber end acting as a pinhole) we have CSFillum =

√
CSFtotal

and in order to get the correct beam waist we have to consider the square root of the
intensity profile shown in Figure 2.5b. This results in values for the illuminating beam
of FWHM = 2.194(8) µm and w0 = 1.863(7) µm.

Interference contrast The interference contrast can be derived from the two fields at
the fiber end. We will only consider first order terms because of the poor reflectivities
involved. Since for normal incidence on the NW the two degrees of polarization do
not mix in the scattering process we can assume that Eref and ENW are aligned. The
general form if the interference consists of the sum of the intensities of both fields and
the interference term [133]

Psignal = |Eref |2 + |ENW|2 + 2ℜ(Eref ·ENW). (2.6)
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Plugging in the expressions from above in terms of the incident light and dropping vector
notation yields

Psignal = E2
inc

{
Rcore + [1−Rcore]

2RNW + 2[1−Rcore]
√

RNWRcore ℜ(eiδ)
}

(2.7)

where δ = 2π/λ 2lcav is the phase difference acquired between the two fields given by
twice the cavity length lcav times the wave vector. By noting Rcore, RNW ≪ 1 we can
omit the terms ∝ (1−Rcore) and obtain

Psignal ≈ E2
inc

[
Rcore +RNW + 2

√
RNWRcore cos

(
2π

λ
2lcav

)]
. (2.8)

Following [21] equation (2.8) can be reformulated by defining the powers Pavg = (Rcore+
RNW)E2

inc and Pamp = 2
√
RcoreRNWE2

inc, which describe a slowly varying envelope and a
fringe term oscillating with the x-position of the NW along the optical axis, respectively.
Inserting yields

Psignal ≈ Pavg

[
1 + ν cos

(
2π

λ
2x

)]
(2.9)

where we have defined the visibility of the interferometer as follows

ν =
Pamp

Pavg
=

2
√
RcoreRNW

Rcore +RNW
. (2.10)

From this we can easily see that the visibility approaches the maximum possible value
of ν = 1 if the reflectivities are equal (Rcore = RNW). In practice we observe a very
good match obtaining fringe visibilities of up to 0.96 routinely with Si NW resonators
[16], since the cleaved fiber naturally fulfills the above condition. No further processing
is needed to enhance the fiber end reflectivity.

2.2.3. Calibration of nanowire displacement motion

The voltage measured at the photoreceiver is directly proportional to the incident optical
power. Rewriting equation (2.9) gives the measured signal

Vsignal(x) = Vavg(x)

[
1 + ν cos

(
2π

λ
2x

)]
(2.11)

and we can extend the definition of the visibility in terms of the fringe minimum and
maximum as follows

ν =
Pamp

Pavg
=

2
√
RcoreRNW

Rcore +RNW
=

1
2 [Vmax − Vmin]
1
2 [Vmax + Vmin]

. (2.12)

Figure 2.5a depicts the fringe pattern emerging by moving the NW along the optical axis.
The fit to equation (2.11) agrees reasonably well by introducing the Lorentzian behavior
of Vavg(x) = V0/[1 + x2/x20]. The Rayleigh range x0 is found to be x0 = 5.10(21) µm,
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Figure 2.5. – Cavity line cuts
Line cuts along the x- and y-direction of the 2D cavity scan shown in
Figure 2.4. (a) The cavity response along the optical axis can be fitted
(solid black line) using equation (2.11) introducing a Lorentzian profile
for the amplitude Vavg(x) = V0/(1 + x2/x2R). The resulting fit values
are V0 = 166.0(10)mV and xR = 5.10(21) µm, while the wavelength
λ = 1550 nm and ν = 0.968 were fixed to their known and calculated
(from Vmin and Vmax) values, respectively. (b) Fitting the data in with a
Gaussian profile (black, solid line) results in a full width at half maximum
of FWHMdet = 1.551(6) µm. The beam waist is defined as the width
at which the intensity drops to 1/e2 and is related to the FWHM by
wdet
0 = FWHMdet/

√
2 ln 2 = 1.318(5) µm.
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which disagrees with the value calculated from the beam waist πw2
0/λ = 7.04(5) µm

found from the line cut in y-direction (see Figure 2.5b). The most likely explanation is
that the cavity scan does not extend over a wide enough range along x to fully capture
the Lorentzian form of the focal spot.

The dynamic motion of the NW resonator is imprinted to the signal by a very faint
modulation of the cavity length at the NWs resonance frequencies. We can write x =
x0 + δx(t), where x0 is the working point of the interferometer and δx(t) describes the
small dynamic changes that we are interested in. The sensitivity of the transduction from
δx(t) to a voltage signal δVsignal(t) is highest at the inflection points of equation (2.11)
imposing the condition 2π

λ 2x = [n + 1
2 ]π with n ∈ Z. This leads to periodic inflection

points at x0 =
λ
8 +

λ
4n. In order to work with the highest sensitivity we usually choose a

point very close to the focal spot with either positive or negative slope. Since in general
δx(t) ≪ λ

4 holds and under the additional assumption that the NW resonator is not
deflected statically by a strong force, the signal can be linearized around the inflection
points yielding together with equation (2.12)

dVsignal

dx

∣∣∣∣
x=x0

= ±4π

λ
νVavg = ±2π

λ
[Vmax − Vmin] (2.13)

with the sign depending on the slope. The above quantity defines the conversion factor
between displacement and the measured voltage and is usually of the order of roughly
10 µVnm−1. Its uncertainty is given by the precise knowledge of the wavelength and
the error in the voltage measurement. The interferometer sensitivity can be boosted by
increasing the incident laser power up to a limit where bolometric heating influences the
properties of the NW or radiation back-action effects set in [124]. We routinely monitor
for back-action effects by comparing the thermal noise limited PSDs on either side of
the fringe. Incident powers used are usually in the range of 0.5 to 10 µW in order to
keep the interferometer in the linear range.

A second way of tuning the interferometer to the working point makes use of the
dependence of the laser wavelength on the diode temperature. By positioning the NW
inside the focal spot and sweeping the temperature of the laser diode across a range
of several ◦C we obtain a fringe pattern as shown in Figure 2.6. Identifying a suitable
inflection point with either positive or negative slope we obtain setpoints for the laser
diode temperature T set

LD and the DC voltage V set
DC and can calculate the displacement to

voltage conversion factor given in equation (2.13) by inserting Vmin and Vmax. During
experiments it is crucial that these setpoints are met throughout the whole measurement
run. This can be achieved by locking onto the fringe setpoint V set

DC with the digital laser
controller giving feedback on the diode temperature or the diode current. With the
former long term drifts are eliminated and the latter can cancel fluctuations up to a
bandwidth of about 1 kHz. In practice we observe that at LHe temperature the cavity is
stable enough to work without any feedback and the laser diode temperature is simply
stabilized at T set

LD.

Another quantity that can be extracted from the fringe pattern in Figure 2.6 is the
free spectral range (FSR) of the cavity corresponding to the period of the oscillation.
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Figure 2.6. – Fringe signal vs. laser diode temperature
Interference fringes obtained if the laser wavelength is tuned by varying
the laser diode temperature. The setpoints for optimal operation are
marked by dashed lines. One fringe period corresponds to the free spec-
tral range (FSR) of the cavity.

A quick fit reveals FSR = 129.63(3) pm and allows us to calculate the cavity length by
lcav = λ2/[2nvacFSR] ≈ 9.27mm. There are some implications regarding the coherence
length of the laser which is given by Lcoh = cl/[π∆νlas], where cl is the speed of light and
∆νlas the linewidth of the laser29. Using the largest linewidth specified for our laser head
we retrieve Lcoh ≈ 23.9m which is orders of magnitude bigger than the cavity length and
can lead to unwanted signals from other cavities present in the optical path. In order
to minimize these effects we modulate current at the laser diode directly with a small
amplitude modulation at a frequency ≥ 10MHz effectively decreasing the coherence
length. Additionally all fiber connectors used are of the FC/APC type to minimize
spurious reflections as already mentioned previously.
The displacement to voltage conversion factor was derived in equation (2.13) for the

special case where the NW is centered with respect to the optical axis. We can extend
the definition of the optical gradient to the xy-plane by [21]

∥∇VDC(x0, y0)∥êβ, êβ =
∇VDC(x0, y0)

∥∇VDC(x0, y0)∥
(2.14)

with the working points (x0, y0) and the direction of the local optical gradient êβ. This
quantity describes the absolute value of the displacement to voltage conversion and its
direction in the xy-plane. Moving the NW to different working points we can measure
its 2D-motion projected onto different directions β. Noting again that the NW motion
is very small compared to λ/4 we can locally probe the optical gradient by offsetting
the NW by small amounts x0 ± δx0, y0 ± δy0 and fitting the resulting values of VDC

to a second order polynomial in x and y. This can than be used to determine the

29DFB pro ∆νlas = 1 to 4MHz
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Figure 2.7. – Measurement vector
Illustration of the measurement vector for two cases. On the left hand
side the NW is positioned centered with respect to the focal spot and
on the right hand side it is offset to one side. α is the mode angle with
respect to the measurement vector and β the angle between the optical
axis and the measurement vector. The blue arrows indicate the motion
direction of the lower NW mode in frequency and the red arrows the
upper frequency mode.

local magnitude of the optical gradient and its direction with respect to the optical
axis during measurements without having to obtain a full range cavity scan. However,
this method is limited by drifts of the piezo positioners and the necessity to know their
precise displacement calibration. For most measurements we work on the optical axis
(∂VDC/∂y = 0) at the point of highest sensitivity and rely on a simple temperature scan
shown in Figure 2.6 to extract the magnitude of the optical gradient, assuming that êβ
is aligned with the optical axis (x-axis).

In Figure 2.7 the direction of the measurement vector is illustrated for two different
cases: Aligned along the optical axis and tilted away by 10◦. It is important to distinguish
the angle α from the measurement angle β here. We denote with α the angle of the
lower frequency mode direction with respect to the measurement vector. If the NW is
positioned centered within the focal spot β = 0◦ and α is the angle between the optical
axis (x-axis) and the lower frequency mode. In general however the measurement angle
can deviate from 0◦ and the angle of the lower frequency mode with the x-axis is given
by α′ = α − β, which is important for identifying the mode directions with respect to
the sample. Additionally we should emphasize that α is ambiguous with regard of its
sign. Since we only measure along a single measurement vector, two possible solutions
exist for the projection of the in-plane NW motion onto êβ. This ambiguity can be
lifted by measuring subsequently at a different measurement vector and requires to
move the NW to a different spot, which can be very inconvenient during scans, since
it necessitates moving NW and sample in sync. Detection schemes in transmission
using a split photodiode allow for simultaneous measurements along two orthogonal
measurement vectors [46, 48] by using sum and difference signal. In any case the mode
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direction with respect to the sample usually emerges from the fact that each mode
is the most sensitive to force gradients along its oscillation direction, highlighting the
orientations directly in the recorded image.

2.3. Actuation

Driving the NW at its resonance frequency for the dynamical readout can be achieved
in a number of ways and requires either accoustic actuators or relies on field gradients.
Historically AFM probes are driven piezoelectrically by placing a dither piezo in the
vicinity of the cantilever. Other methods include accoustic [134] (in liquid), optical [126]
or capacitive techniques [13]. In the following section we will explore three methods used
in our setup by estimating their transfer functions under the assumption of linear time-
invariant systems. In the frequency domain the linear response function of a damped
harmonic oscillator (see Section 1.2.1) is given by

χho(ω) =
r̂(ω)

F̂ (ω)
=

1

M [ω2
0 − ω2] + iΓω

. (2.15)

In a real experiment we have to consider the transfer function of the full system. The
driving signals amplitude and phase are modified additionally on the path from signal
generation at the lock-in amplifier to the NW, depending on the driving method. On the
detection side, which is the same for all three actuation techniques, there is in general
an additional phase offset present and the amplitude gain function is characterized by
equation (2.13). We can write

Htotal(ω) = Hdet(ω)χho(ω)Hdrive(ω) (2.16)

where each of the transfer functions can be expressed in the form |H(ω)|ei argH(ω). In
the frequency domain gains are multiplicative and phases add up. In practice it is very
challenging to characterize all the gain functions properly. Here we will assume that
Hdet(ω) has a flat frequency spectrum. Its fixed amplitude and phase offset can be
absorbed into Hdrive(ω), leaving us with

Htotal(ω) = χho(ω)Hdrive(ω). (2.17)

Inferring the harmonic oscillator susceptibility from the mechanical properties as fitted
from a thermal noise PSD measurement of the NW, we can estimate Hdrive(ω) by

Hdrive(ω) =
Htotal(ω)

χho(ω)
. (2.18)

The accessible frequency range is limited to a region around the NW resonances, where
the contribution of χho(ω) is not below the noise level of the electronics. Additionally
the relative amplitude can only be fixed to an arbitrary value.

Figure 2.8 shows the transfer functions for three different actuation methods for com-
parison. In order to estimate the transfer functions in each case the frequency was
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Figure 2.8. – Actuation methods
(a) Amplitude and phase acquired with frequency sweeps for three differ-
ent methods of actuation: (a) piezoelectric, (b) capacitive and (c) optical
(using a different NW with a higher quality factor than in (a) and (b)).
The gray lines represent the data, dashed gray the inferred mechani-
cal susceptibility of the NW and the dark gray the estimated respective
transfer functions. Capacitive and optical drive offer an almost flat fre-
quency response in phase and amplitude as compared to the piezoelectric
drive.

54



2.3. Actuation

swept across one of the NW resonances, recording amplitude and phase of the response.
Figure 2.8a displays the result in case of piezo-driven actuation. The amplitude and
phase response are rugged around the NW resonance and show large variations within
its linewidth. This response can lead to artifacts in frequency shift and amplitude signals
during imaging and is attributed to spurious resonances of the entire mechanical assem-
bly, including the dither piezo and its coupling to the environment itself. Usually these
type of spurious behavior is becoming more pronounced at cryogenic temperatures. It is
known in AFM literature [104, 105] and Labuda et al. derived a complete framework to
calibrate a given AFM system. It requires the use of a “clean” drive - in AFM usually
an AC variation on the tip-sample bias - and can empirically correct for the apparent
dissipation effect. In our experiments frequency shifts are on the order of a few to many
linewidths of the NW resonators, due to their small spring constants. Calibrating the
full spectral range needed for imaging would require to tune the NW resonance at will,
without affecting its free properties. Having no control of the tip-sample bias we are
not able to achieve this prerequisite. Additionally, even within the small range of shifts
accessible by tuning a gate voltage on a sample it turns out that the spurious resonances
seem to be non-linear in nature and couple differently to the NW resonances, depend-
ing on their center position or even drifting over time due to small fluctuations of the
experimental conditions.
NWs with a low quality factor are especially prone to these type of effects, since their

broad linewidths allow for multiple spurious resonances to convolute with the NWs sus-
ceptibility and produce the spectrum shown in Figure 2.8a. For stiffer NWs with larger
quality factors one might assume a locally flat transfer function. However as soon as
tip-sample forces become large and the NW resonance shifts by multiple linewidths this
assumption breaks down. Of major concern is also the non-monotonic phase response.
When setting up a phase-locked loop (PLL) on a fixed phase, multiple points exist in
the spectrum where the phase set point is met. The result are instabilities obscuring
acquired images, which are almost impossible to correct for. Finally the dynamic range
of the amplitude controller needs to cover a few orders of magnitude, e.g. when the NW
resonance is on top of a point with high damping in the transfer function.
The second option of using an oscillating gate voltage to drive the NWs motion exhibits

an almost flat transfer function Hgate
drive(ω) in amplitude and phase as can be seen in

Figure 2.8b. Both parts seem to deviate on the lower end of frequencies which can be
attributed to the presence of the second resonance, since the mode splitting is small.
In general the transfer function fulfills the requirement of a flat phase across multiple
linewidths of the NW resonance and is suitable for establishing a PLL. However there
are a few disadvantages of employing a capacitive drive for imaging. First, they require
the patterning of a finger gate in close proximity to the sample of interest. Depending
on the exact sample geometry and fabrication process this poses a significant challenge,
especially with the constraint in mind the sample to be placed close at the chip edge.
Second, the local AC field driving the NW is spatially not homogeneous. It can change
vastly within the scan range of a single image. With the NW tip being in an undefined
but usually stable charge state, it acts as a local probe of the AC field at its resonance.
Mapping the amplitude generally results an a spatial gradient towards the gate source.
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2. Nanowire Force Microscope

Closer to the sample this variations become smaller in spatial wavelength. Utilizing a
suitable amplitude controller with a wide enough dynamic range can compensate for the
inhomogeneities. The phase is similarly changing and has shows strong dependence on
position. If the gradient of the driving field switches sign with respect to the oscillation
direction of the NW the phase set point of the PLL flips by π and it becomes impossible
to track the resonance frequency across such a phase flip, also derailing the amplitude
controller. Consecutive images with phase set points separated by π can be added up to
a composite image. However there will always be missing information at the boundary
points. In summary the capacitive driving method can be locally very powerful, if the
gate electrode is designed in a way to produce a very homogeneous field within the
vicinity of the sample of interest. Practically this is hard to achieve and local deviations
will always be present.

2.3.1. Optical drive

The third method of actuation is optical excitation via the intensity modulation of a
second laser beam with a wavelength of 1625 nm, spectrally separated from the readout
laser. One consequence is a slight focal shift with respect to the working point x0,
leading to a wider beam diameter of the excitation laser at the position of the NW. The
transfer function also exhibits very flat amplitude and phase contributions as can be
seen in Figure 2.8c. In comparison to the capacitive actuation method the optical drive
works universally and has no spatial dependence, except when scanning too far inwards
from the chip edge, cutting off the driving and readout lasers intensity.

Photothermal actuation has widely been used in AFM [135–139] especially in the liq-
uid phase. Two driving forces of different origin are considered: photohermal and/or
radiation pressure mediated. Vassalli et al. separate them by their different contribu-
tions for coated and uncoated cantilevers with respect to the position of the exciting
laser along the cantilever [140]. The photothermal driving force shows a maximum at
the 2nd derivative of the mode shape, close to the base point, whereas the radiation
pressure force follows the mode shape of the first order flexural mode. Photothermal ex-
citation dominates for coated cantilevers while equal contributions arise in for uncoated
ones. Gil-Santos et al. [124] examine the effects of bolometric heating and radiation
pressure based effects and show that they can exhibit a rich behavior depending on the
NW diameter. If certain Mie scattering conditions are met, absorption is high leading
to a frequency offset due to the temperature dependence of the Young’s modulus. Sim-
ilarly the resonance frequency can be shifted by the presence of a radiation pressure
gradient, which is also enhanced when a Mie resonance condition is fulfilled. However
their experimental design has the NW horizontally suspended above the substrate and
excitation and detection from the top lead to cavity effects due to the high reflectivity of
the substrate. Additionally the incident power used in their work (100 µW, λ = 635 nm)
is one order of magnitude higher than in our experiments and Mie resonances are more
pronounced at smaller wavelength.

In our optical drive we observe that both NW modes are driven equally if the same
AOM modulation amplitudes (see below) are applied. This means there is no direc-
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Figure 2.9. – Optical drive: Sweeps
Sweeps of a Si NW resonance with different AOMmodulation amplitudes.
(a) The driving amplitude is varied around a fixed offset of 400mV with
modulation amplitudes ranging from 76 to 400mV. (b) The offset is vari-
able and equals the modulation amplitude ranging from 100 to 500mV.
In case of fixed offset the average incident power on the NW stays the
same, while with a variable offset it increases with the modulation am-
plitude leading to a heating effect mediated through the temperature
dependence of the Young’s modulus.
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2. Nanowire Force Microscope

tionality with respect to optical gradients. From the data in Figure 2.9b it is evident
that we bolometrically heat the NW with the driving laser and can conclude that the
main driving mechanism in our setup is photothermal. This is further reinforced by the
observation that mode hopping of the driving laser affects both modes simultaneously
showing a jump in frequency shift.

The optical drive is implemented using an AOM30 with the corresponding driver unit31

and a high stability laser diode32 emitting at 1625 nm with a built in optical isolator.
In front of the AOM a second 3-paddle polarizer33 is installed in order to adjust the
polarization of the driving laser to be aligned with the NW-axis. A few characteristics
of the AOM are shown in the Appendix Figures A.2 (output power vs. modulation
depth) and A.3 (output power vs. operating frequency). The performance of the optical
drive was assessed by sweeping across one resonance of a Si NW at 4K. We differentiate
between two modes of operation. The AOM modulation signal is given in its general
form by

Ai(t) = AAOM
0 +AAOM

i sin(2πfit+ ϕAOM
0,i ) (2.19)

ranging from 0 to 1V. AAOM
0,i is the modulation offset, AAOM

i the modulation amplitude
and the index i indicates the NW mode. In the first operation mode the modulation
offset is kept at a fixed value of AAOM

0 = 400mV and AAOM
i is varied. This leads to an

illumination of the NW with constant power and the intensity is modulated around this
offset. Figure 2.9a shows the corresponding resonance curves for different modulation
amplitudes and the resonance properties of the NW are summarized in Figure 2.10a.
Up to a modulation amplitude of 250mV the resonance frequency f0 does not show any
significant change. Above however it decreases slightly pointing to the onset of non-linear
behavior. The oscillation amplitude R0 increases directly proportional to the output
power of the AOM. At first the increase is linear and at modulation amplitudes higher
than 200mV it becomes sublinear with the reason being the characteristic input/output
curve of the AOM device (see Figure A.2).

The second mode of of operation varies the modulation offset in a way that AAOM
0 =

AAOM
i leading to a modulation of the incident light from zero intensity up to a maximum

power and not around a constant offset. Figure 2.9b shows the corresponding frequency
sweeps and Figure 2.10b the resonance properties of the NW. Here a clear dependence of
f0 on the modulation amplitude is visible. The decrease is easily explained by heating due
to the higher incident power as the Young’s modulus changes with the NW temperature.
The oscillation amplitude R0 follows the same pattern as in the first mode of operation,
directly linked to the input/output characteristics of the AOM.

For our measurements we chose operating the AOM with a fixed offset. This has the
effect of constantly illuminating the NW with more power, leading to a slight downshift
of f0, but has the advantage of a constant f0 if locking the oscillation amplitude becomes
necessary. In any case we usually work with oscillation amplitudes smaller than 20 nm,

30EQ Photonics SFO6123-T-M110-0.2C2J-3-F2S
31AODR 1110AFP-AD-3.0
32AeroDIODE 1625LD-1-0-0 Model 1 (10 mW) DFB
33Thorlabs FPC560
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2.4. Image acquisition

well below the point where the anharmonic effects set in (Figure 2.10a). Typical optical
powers of the driving laser incident on the NW are between 5 to 30 µW.
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Figure 2.10. – Optical drive: NW resonance
Frequency shift and oscillation amplitude at resonance for different
AOM modulation amplitudes. The properties are derived from fitting
the data in Figure 2.9 to a harmonic oscillator lines shape. (a) In case
of the fixed offset at 400mV the resonance frequency is very stable up
to an AOM modulation amplitude of 250mV after which it decreases
slightly. This might be attributed to the onset of non-linearity. (b)
The resonance frequency curve in the case of an offset equal to the
modulation amplitude confirms the heating effect by the temperature
dependence of the Young’s modulus. In both cases the oscillation am-
plitude R0 increases directly proportional to the output power of the
AOM (see Figure A.2).60
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Figure 2.11. – Signal acquisition and phase and amplitude locking
Schematic sketch of the signal acquisition during imaging. Frequencies
and amplitudes of both NW modes are locked using PLL/PID feedback
loops on the AOM driver.

2.4. Image acquisition

After approaching with the sample of interest towards the NW probe we set up the
image acquisition in the following way: A block diagram showing the relevant elements
is displayed in Figure 2.11. During the approach the laser is positioned roughly in the
middle of the nanowire, balancing a higher signal amplitude (due to the mode shape
of the NW mode which is bigger towards the tip) against cutting off the laser intensity
with the chip edge of the bottom sample. Frequency sweeps reveal the NW resonances
and the corresponding phase and amplitude set points. The two resonance frequencies
f1 and f2 are locked with PLLs. The PLL bandwidth is usually chosen to be around the
linewidth of the NW resonance or a bit broader for narrow resonances in order to enable
reasonable scanning speeds. For most measurements it will be around 25 to 50Hz.

The amplitude is adjusted by changing the AOM modulation amplitudes so that both
modes are driven equally. Here the mode shape and the projection of the modes onto the
measurement vector have to be taken into account properly. The resulting driving signal
contains both frequencies and amplitudes is fed to the AOM driver and imprinted onto
the driving laser. Usually we work with fixed open loop driving amplitudes, since the
PIDs for amplitude locking require very small bandwidths, leading to time consuming
scans. Typical scanning speeds are around 0.25 µms−1, depending on the desired spatial
resolution.

The scanning height is adjusted by a procedure we call “soft touchpoint calibration”.
As we approach the bottom sample carefully towards the NW tip we monitor frequen-
cies and oscillation amplitude. At very close distances strong forces lead to massive
frequency shifts and damping of the oscillation amplitudes. By simultaneously moni-
toring the thermal noise spectrum we stop the slow approach when the resonances are
almost damped to the noise level. The extension of the bottom z-scanner at this point
is marked as ztouch. Retracting from this point we use the piezo voltage to distance
calibration given by the manufacturer to determine the scanning height. This procedure
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2. Nanowire Force Microscope

introduces an estimated error of about ±10 nm since it highly depends on the local na-
ture of the surface on which we execute the touch point and is subject to the tolerance
of the manufacturers specifications. As compared to standard AFM/MFM operating
modes we work with a fixed scanning height and do not employ active distance control.
Typical scanning heights range from 50 to 250 nm, mainly because the minimum spa-
tial resolution is defined by the tip diameter and a larger tip-sample distance allows for
better a disentanglement of topographic and magnetic signals.
Once all of the above is set up we employ a LabView VI to handle the scan control.

The selected scanning window can be either rastererd line-by-line or point-by-point. Re-
specting the PLL/PID time constants the scan speed is adjusted to allow for a clean
image capture without artifacts. During the scan frequency shifts and oscillation ampli-
tudes and/or their PLL/PID error signals are recorded from the lock-in amplifier and
saved to disk.
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3. Probes for Nanowire Magnetic Force
Microscopy

In this chapter we will discuss two types of NW-MFM probes recently employed in our
setup. The first are fully magnetic NWs grown by Co focused electron beam induced
deposition (FEBID) and the second are extremely high quality Si NWs functionalized
with a Co FEBID tip.

3.1. Cobalt FEBID nanowires

This section is entirely based on the published article Nanowire magnetic force sensors
fabricated by focused-electron-beam-induced deposition [13]. The free standing Co FEBID
NWs were fabricated by J. M. de Teresa1 and the permalloy disks by the Berezovsky
group2.

3.1.1. Motivation

In the early 1800s, images of the stray magnetic fields around permanent magnets and
current-carrying wires made with tiny iron filings played a crucial role in the development
of the theory of electromagnetism. Today, magnetic imaging techniques such as Lorentz
microscopy, electron holography, and a number of scanning probe microscopies continue
to provide invaluable insights. Images of magnetic skyrmion configurations [141] or of
edge and surface currents in topological insulators [142] have provided crucial direct ev-
idence for these phenomena. The ability to map magnetic field sensitively and on the
nanometer-scale – unlike global magnetization or transport measurements – overcomes
ensemble or spatial inhomogeneity in systems ranging from arrays of nanometer-scale
magnets, to superconducting thin films, to strongly correlated states in van der Waals
heterostructures. Local imaging of nanometer-scale magnetization [143], local Meissner
currents [144], or current in edge-states [145] is the key to unraveling the microscopic
mechanisms behind a wealth of new and poorly understood condensed matter phenom-
ena.
The techniques combining the highest magnetic field sensitivity with the highest spa-

tial resolution include scanning Hall-bar microscopy, scanning nitrogen-vacancy (NV)
center magnetometry, and scanning superconducting quantum interference device (SQUID)
microscopy. Each has demonstrated a spatial resolution better than 100 nm and a
magnetic field sensitivity ranging from 500 µT/

√
Hz for Hall-bar microscopy [146], to

1INMA and Universidad de Zaragoza, Zaragoza, Spain
2Case Western Reserve University, Cleveland, Ohio, USA
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3. Probes for Nanowire Magnetic Force Microscopy

60 nT/
√
Hz for NV magnetometry [147], and 5 nT/

√
Hz for scanning SQUID microscopy

[14]. Recently, a form of magnetic force microscopy (MFM) based on a transducer made
from a magnet-tipped nanowire (NW) demonstrated a high sensitivity to magnetic field
gradients of 11mT/(m

√
Hz) with a similar spatial resolution [12]. The high force sen-

sitivity of NW cantilevers coupled together with a small magnetic tip size could allow
such sensors to work both close to a sample, maximizing spatial resolution, and in a
regime of weak interaction, remaining noninvasive.

Here, we demonstrate the use of individual magnetic NWs, patterned by focused elec-
tron beam induced deposition (FEBID), as MFM transducers for mapping magnetic
fields with high sensitivity and resolution. The monopole-like magnetic charge distri-
bution of their tips makes these transducers directly sensitive to magnetic fields rather
than to field gradient, as in the initial demonstration of NW MFM [12]. Furthermore,
the FEBID fabrication process allows for a large degree of flexibility in terms of the ge-
ometry, composition, and location of the NW transducers. In particular, the possibility
of long, thin, and sharp NWs is promising for further increasing field sensitivity and
spatial resolution of the technique [52].

3.1.2. FEBID as fabrication technique for free-standing NWs

FEBID is an additive-lithography technique where precursor gas molecules are adsorbed
onto a surface and dissociated by a focused electron beam, forming a local deposit [148–
152]. It can be used to pattern exceptionally small features, down to a few nanome-
ters. This high resolution patterning is complemented by the capability to produce
three-dimensional structures, as well as to pattern on unconventional non-planar sur-
faces, such as high-aspect-ratio tips. FEBID and its sister technique, focused ion beam
induced deposition (FIBID), have been used to produce deposits of various materials
with metallic [153], magnetic [154, 155], superconducting [156], or photonic [157] func-
tionalities. They have been used in industry and research for mask repair [158], circuit
editing, lamella fabrication [159], tip functionalization [160], and for the fabrication of
nano-sensors [161]. They have also been employed in the production of free-standing
NWs from both superconducting [162] and – as in this work – magnetic materials [155,
163].

We grow free-standing NWs by FEBID using Co2(CO)8 as a gas precursor at spe-
cific positions along the cleaved edge of a Au-coated GaAs chip. Their lengths range
from 9.1 µm to 11.0 µm and their base diameters from 105 nm to 120 nm as inferred from
scanning electron microscopy (SEM) images. In general, NWs with diameters ranging
from 35 nm to 1 um can be grown using our FEBID technique. The NWs studied here
consist of nanocrystalline Co, with a composition reaching up to 80% [163], and residues
of C and O. Their proximity to the edge of the chip allows optical access from the side
for the detection of their flexural motion. A SEM image of a Co NW standing at the
chip edge is shown in Figure 3.1a. Surface roughness and geometric irregularities are
part of the FEBID fabrication process and are present across the 11 NWs studied in this
work.
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Figure 3.1. – Co FEBID nanowires
a) SEM micrograph of a Co FEBID NW at the chip edge. b) Illus-
tration of the NW’s flexural modes. The displacement amplitudes are
exaggerated for better visibility. c) Projection of flexural modes onto
the xy-plane. α is the angle between the lower frequency mode direction
(blue) and the measurement vector (black). d) Illustration of the optical
readout of the NW motion. e) Thermally excited response of the upper
and lower mode at room temperature (gray). We fit the thermal noise
displacement PSD with equation (1.90). The two modes are highlighted
by the blue and red regions of the fit.
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3.1.3. Mechanical and magnetic properties

Mechanical properties

Measurements of the NWs’ thermo-mechanical noise PSD are performed with the bath
held at room temperature (293K), liquid nitrogen temperature (77K), and liquid helium
temperature (4.2K). Heating caused by absorption of the incident laser light (typically
25 µW) can increase the NW’s temperature well above the bath temperature. As a
result, care must be taken interpreting PSDs, as discussed in Section 3.1.6. Using the
fits to the measured PSDs based on the fluctuation-dissipation theorem, we determine
the mechanical properties of the fundamental flexural modes: their resonance frequencies
fi = ωi/2π, quality factors Qi (i = 1, 2), and effective motional mass meff (see Section
2.2) [12]. At 293K, the resonance frequencies of the NWs are between 390 kHz and
560 kHz with a mode splitting from 10 kHz to 42 kHz. We measure quality factors around
600 and motional masses in the 100s of fg range. These parameters correspond to
flexural modes with effective spring constants ki of a few mN/m. At a bath temperature
Tbath = 4.2K, the quality factors improve by roughly a factor of 3 to around 1000 to 2000
and the resonance frequencies shift upwards by roughly 30 kHz. From these parameters,
shown in Table 3.1 for two different NWs, we deduce the spring constants, mechanical
dissipation, and thermally limited force sensitivities. Notably, at TNW = 4.2K, a typical
NW has flexural modes with thermally-limited force sensitivities around 10 aN/

√
Hz. In

practice the force sensitivity is limited to about 25 aN/
√
Hz, since even at very low laser

power (1 µW on NW 4, signal-to-noise ratio of first mode SNR ≈ 8) bolometric heating
is present and leads to a NW temperature TNW ≈ 20K (see Section 3.1.6).

Magnetic properties

We probe the magnetic properties of each NW by measuring its mechanical response
to a uniform magnetic field B up to 8T applied along its long axis. In particular, we
measure the shift in the resonance frequency of each flexural mode, ∆fi = fi − f0i , as a
function of B, where f0i is the resonance frequency at B = 0. Figure 3.2 shows a typical
measurement of the hysteretic response of ∆f1(B) and ∆f2(B) carried out on NW 4
with Tbath = 4.2K. As in measurements of the other NWs, the data show a smooth
V-shaped response for most of the field range, except for discontinuous inversions of
the slope (“jumps”) in reverse fields of around ±40mT. These sharp features, which
arise from the switching of the NW magnetization, and the steady stiffening of the
mechanical response as |B| increases are characteristic of a strong magnet with a square
magnetization hysteresis, whose easy axis is nearly parallel to the applied field [164],
as opposed to a weak magnet with comparatively small switching field and saturation
magnetization. Therefore, the data point to NWs with negligible magnetocrystalline
anisotropy and an easy axis coincident with their long axis, as set by the magnetic shape
anisotropy resulting from their extreme aspect ratio.

In order to extract specific magnetic properties from our measurements, we compare
them to micromagnetic simulations, which model both the NW’s magnetic state and
the way in which its interaction with B affects the mechanical rigidity of the flexural
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Figure 3.2. – Magnetometry of Co FEBID NWs
Resonance frequency shift of the two first order flexural modes of NW 4,
measured while sweeping an axially aligned external magnetic field from
8T to 0T (gray arrow). Points represent measured data, while solid lines
correspond to simulations using Mumax3 (see Section 3.1.3), yielding a
saturation magnetization of Msat = 1.1(1) × 106Am−1 which equates
to µ0Msat = 1.43(12)T. The inset shows a close-up plot of mode 1’s
frequency shift in the switching region around zero field for down- and
up-sweep of the field (blue arrows). The jumps are highlighted by solid
and dashed blue lines.

68



3.1. Cobalt FEBID nanowires

modes. We use Mumax3 [165, 166], which employs the Landau-Lifshitz-Gilbert micro-
magnetic formalism with finite-difference discretization, together with geometrical and
material parameters to model each NW. For a given value of B in a hysteresis loop, the
numerical simulation yields the equilibrium magnetization configuration and the total
magnetic energy Em corresponding to that configuration. Just as in dynamic cantilever
magnetometry (DCM) [164, 167], the frequency shift of each flexural mode is propor-
tional to the curvature of the system’s magnetic energy Em with respect to rotations θi
corresponding to each mode’s oscillation:

∆fi =
f0i
2kil2e

[
∂2Em

∂θ2i

∣∣∣∣
θi=0

]
, (3.1)

where le is an effective length, which takes into account the shape of the flexural
mode [168]. Therefore, by numerically calculating the second derivatives of Em with
respect to θi at each B, we simulate ∆fi(B). Note that, unlike in standard DCM, where
the magnetic sample is attached to the end of the cantilever, each NW is magnetic along
its full length. Because of the mode shape, each longitudinal segment of the NW ro-
tates by a different angle during a flexural oscillation, experiencing a different tilt of the
external magnetic field. We account for this effect by applying a spatially dependent
external field in the simulation, rather than altering the geometry, which is impracti-
cal. For positive (negative) deflections in experiment, the tilt direction of the field in
the simulations increases (decreases) with the z position along the NW. The magnitude
of the tilt angle follows the Euler-Bernoulli equation, reflecting the mode shape. We
choose a maximum oscillation amplitude (at the tip) large enough to account for the
finite precision of the simulation. The torque signal can then be calculated using a finite
difference approximation for the second derivative in equation (3.1) and the simulated
magnetic energy of the system for small positive, negative, and no deflection (see Section
3.1.3) [167].

The excellent agreement between the measured and simulated ∆fi(B) in Figure 3.2
is typical for all measured NWs. For each NW, the mechanical parameters used in the
simulation are extracted from measurements of the thermal motion at B = 0, while
geometrical parameters are estimated from SEM images. We adjust the value of the
saturation magnetization Msat in order to bring the curves into agreement, giving us a
sensitive measurement of this material property. Msat is found to be 1.1(1)×106Am−1,
where the uncertainty is dominated by the estimation of the NW geometry from SEM.
While the saturation magnetization of bulk Co is 1.4× 106Am−1, the expected metallic
composition of as-grown Co NWs grown by FEBID varies between 70 and 95%. This
reduced Co content makes our measured value consistent with expectations as does a
comparison with electron holography measurements in similar NWs, yielding Msat ≃
1.2 × 106Am−1 [163]. In addition, the simulations show that the magnetization of the
NWs is axially aligned in remanence for up to about 40mT of reverse field. These
results are consistent with nanoSQUID measurements of similar Co NWs carried out at
15 K by Mart́ınez-Pérez et al [169]. This axially aligned remanent magnetization can
be represented by a magnetic charge distribution in the form of an elongated dipole,
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b  side view

a  top view

d

c

Figure 3.3. – Tip calibration of Co FEBID NWs
a) Sketch of the Au wire dimensions, NW mode directions, scanning
direction and applied drive tone. b) Illustration of the scanning probe
measurement. c) Measured response of the first mode of NW 4 as a
function of position along the line scan indicated by the arrow shown in
a) to a resonant drive field for a tip-sample distance of dz = 200 nm. The
best fit according to equation (3.2) is represented by the solid cyan line
and yields a value of qtip = 9.7(4)× 10−9Am. d) Illustration of three tip
models for magnetic tips. The FEBID NWs correspond to the monopole
tip model. Figure adapted from [7].

leaving a monopole-like distribution localized at the free end of the NW to interact with
an underlying sample, as shown in Figure 3.3d and demonstrated in Section 1.3.2.

Micromagnetic Simulations

The principles of simulating the torque magnetometry signal with micromagnetic solvers
are described in Refs. [12, 164, 170]. In these works, it is only the tip of the mechanical
resonator which is magnetic, therefore the system can be modelled as a magnetic object
oscillating in a homogeneous external magnetic field. The mode shape of the mechanical
resonator enters into the calculation only in the form of the effective length, simplifying
the mechanics to that of a harmonic oscillator. For the Co NWs, which are both the
mechanical resonator and the magnetic object, the mode shape has to be taken into
account.
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3.1. Cobalt FEBID nanowires

The final geometry used in the simulation of Figure 3.2 is a 9.1 µm long, elliptic
cylinder, whose diameters are modulated along the z direction, as determined from the
SEM images. The average diameters along the two mode directions are d1 = 135 nm and
d2 = 125 nm. Space is discretized to 5 nm. Material parameter values are the saturation
magnetization Msat = 1.1(1) × 106Am−1 and the exchange stiffness Aex = 38pJm−1.
The latter has been chosen to match the switching field of the NW, and is significantly
larger than other values reported for Co [171–174]. This discrepancy arises because
the switching field also depends sensitively on geometrical and material imperfections,
which we do not attempt to model. Nevertheless, control simulations confirm that the
overall magnetization reversal process and the remanent states are unaffected by such
differences in Aex.

In an effort to determine the effect of nanocrystallinity in the NW, we have run
simulations with NW divided into grains of around 10 nm size, giving each grain a
uniaxial anisotropy with K1 = 530 kJm−3 and a random orientation of the anisotropy
axis. We find that this refinement does not significantly change the simulation results
with respect to standard simulations assuming homogeneous material without crystalline
anisotropy.

3.1.4. Calibration with a known magnetic field profile

In order to determine the behavior of the FEBID NWs as scanning probes, we approach
and scan a nearly planar sample with respect to NW 4 at Tbath = 4.2K. The sample
consists of a 6 µm-long, 3.2 µm-wide, and 240 nm-thick Au wire patterned between two
contact pads on a Si substrate (Figure 3.3a and b). By passing a current through the
wire, we produce a well-known magnetic field profile BAC(x, y, z) given by the Biot-
Savart relation, with which we drive NW oscillations and calibrate its response, as done
in standard MFM [8, 92, 93]. By applying an excitation current containing two sine
waves, each at the frequency of one of the NW modes f1 and f2, we drive the NW
as we scan it across the Au wire at a fixed tip-sample spacing. Both the resonance
frequencies fi and oscillation amplitudes ri are tracked using two phase-locked loops.
The corresponding values of the force driving each mode on resonance are calculated
using Fi = riki/Qi (see Appendix C). Figure 3.3c shows the response of mode 1 to a
drive current amplitude of 47 µA as we scan the NW, which in the absence of a static
external field (B = 0) is in a remanent magnetization configuration, above the Au wire
at a fixed distance of dz = 200 nm. Since the first mode is nearly aligned with the x-
direction (α ≈ 7.3 ◦) and thus along the direction of BAC, the orthogonal second mode
has almost no response to the driving tone at f2 and is not shown.

From our torque magnetometry measurements, we know that the magnetic NWs have
an axially aligned remanent magnetization. Because the decay length of the magnetic
field from our sample is much shorter than the NW length, the sample fields only interact
with the monopole-like magnetic charge distribution at the free end of the NW [7].
This charge distribution then determines the NW’s response to magnetic field profiles
produced by a sample. For a monopole-like NW tip, we can relate the driving magnetic
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3. Probes for Nanowire Magnetic Force Microscopy

field and the force it produces on the NW by (see equation (1.148))

Fi = qtipBAC · r̂i, (3.2)

where qtip is an effective magnetic monopole moment describing the tip magnetization
and r̂i is the unit vector in the direction of displacement of mode i. In this point-
probe approximation, we consider the interaction of dipole and higher multipoles of the
magnetic charge with the driving field to be negligible. As shown by the agreement
between the field calculated from the Biot-Savart law and the measured response of NW
4 in Figure 3.3c, this approximation is valid for our NWs. Control experiments, using the
applied magnetic field to initialize the NW magnetization along the opposite direction
also show that spurious electrostatic driving of the NW modes is negligible.
In order to extract a value for the monopole qtip, the response of the NW to the

driving tone is converted to a force using Fi = riki/Qi (i = 1, 2 representing the two
modes, see equation (1.149)). The interferometric calibration factor between units of
signal amplitude in volts and displacement in meters and the measurement position
along the wire axis have to be taken into account. We then use equation (C.3) and the
monopole model to fit the measured force response of NW 4 by assuming BAC(x, y, z) =
[Bx(x, z), 0, Bz(x, z)] giving the fit function for the first mode

F1 = qtipBx(x, z) cosα
′ (3.3)

where α′ is the angle between x-axis and the NWs first mode direction. It differs from
α by the angle between the measurement direction and the optical axis, which is usually
within the range of 2 ◦ when centered on the wire. The optical axis is assumed to be
aligned with the x-axis. The free parameters of the fit are the value of the monopole qtip
and its effective distance z = zmono. A typical fit is shown in Figure 3.3c of the main
text for a distance between the tip and Au wire of dz = 200 nm and a driving current of
47 µA. The field profile fitting to the response curve locates the effective monopole not
at the tip of the NW but higher along its axis at zmono = 472(5) nm.
This behavior is illustrated in more detail in Figure 3.4. The value of the monople

is scattered, for different tip-sample distances, in a region around 9.7(4) × 10−9Am.
This spread can be related, on the one hand, to imperfections of the Au-wire structure
resulting in a different field profile and, on the other hand, to the approximate nature of
the monopole model used for fitting the data. The tip of the NW, which interacts with
the Biot-Savart field of the Au wire, is an extended object. Depending on the tip-sample
distance dz, its effective volume of interaction changes, leading to different values for
qtip and zmono. In addition, a small tilt of the NW from the xy-plane can also add
error, since it introduces sensitivity to the z-component of BAC(x, y, z). It should also
be noted that, while the zero-point of the tip-sample distance is precisely determined
by a soft touch of the NW tip onto the Au wire, the open-loop piezo translation stage
regulating the tip-sample distance in z-direction is subject to piezoelectric creep. We
do not consider the nonlinearity that creep introduces to the positioning of the NW.
Furthermore, the nature of the open loop scanners also introduces a systematic error of
about 5 % in the conversion of the x- and y-coordinates from voltage to µm, depending
on the calibration method used.
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Figure 3.4. – Point-monopole values
a) Value of the monopole qtip and b) monopole distance zmono plotted
against the tip-sample distance d. The monopole distance increases with
the tip-sample distance. The fitted value of the monopole is scattered
around a value of 9.7(4) × 10−9Am and seems to change substantially
below a tip-sample distance closer than the NWs diameter.

Combining measurements at different dz and different driving currents, we find that
NW 4 has an effective magnetic charge of qtip = 9.7(4)× 10−9Am. Given our thermally
limited force sensitivity of 25 aN/

√
Hz at Tbath = 4.2K, this value of qtip gives our

sensors a sensitivity to magnetic field of around 3 nT/
√
Hz. This sensitivity is similar

to those of some of the most sensitive scanning probes available, including scanning NV
magnetometers and scanning SQUIDs.

The value extracted for qtip is consistent with Msat found in section 3.1.3 and the
geometry of the NW. Assuming a perfect cylinder with magnetization Msat, the expected
magnetic charge is qcyltip = Msatπ(d/2)

2, where d is the cylinder’s diameter. Given the

that the diameters of the NWs range from 105 nm to 120 nm we find qcyltip = 9.5×10−9Am

to 12.4× 10−9Am.

Furthermore, the magnetic charge model allows us to estimate the stray field and field
gradients produced by the NW tip, so that we can assess its potential for perturbing the
magnetic state of the sample below. At a distance of dz = 50nm from the NW tip, the
stray magnetic field and magnetic field gradients are Btip = µ0qtip/(4πz

2
mono) ≈ 60mT

and dBtip/dz ≈ 1MTm−1. The stray field is of similar size to that produced by a
conventional MFM tip [175]. For future NW devices to be less invasive, i.e. having less
magnetic charge at their tips, sharper tips than those produced here, which are more than
100 nm in diameter, will be required [176]. The large magnetic field gradients, however,
combined with the NWs’ excellent force sensitivity may make the NWs well-suited as
transducers in sensitive magnetic resonance force microscopy [177].
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3.1.5. Magnetic field imaging of permalloy disks

In Figure 3.5, we demonstrate the ability to image sub-micrometer features using a
FEBID NW as MFM sensor on a permalloy disk (Ni0.81Fe0.19) at Tbath = 4.2K. Three
disks, 1 µm in diameter and 40 nm-thick, are patterned on top of the Au wire, of which
one is imaged. During the scan, the first flexural mode of the NW is electrically driven
on resonance using an AC voltage applied between the Au wire and a third lead (Figure
3.5a). Frequency shift and dissipation are recorded using a phase-locked loop. Fig-
ures 3.5c and d show a 1.5 × 1.5 µm2 image of frequency shift ∆f1(x, y), as the disk is
scanned below NW 4 for dz = 100 nm at B = 0 and for dz = 150 nm at B = 100mT,
respectively. At B = 0 (Figure 3.5c), the magnetization of the disk is arranged in a
remanent vortex configuration [178], as verified by a micromagnetic simulation carried
out with Mumax3. Figure 3.5e shows the magnetic image contrast expected from the
simulation using the monopole model (3.2), in which the frequency shift of the NW
mode is proportional to the stray field derivative along the mode direction. While the
contrast measured at the edges of the disk is due to topographic features, the contrast
in the center is consistent with what is expected from the stray field of a vortex core.
The image taken at B = 100mT, Figure 3.5d, shows an almost homogeneous magnetic
imaging contrast across the disk. The corresponding simulation in Figure 3.5f agrees
well with the measurement and reveals that while the vortex core is still present in the
center of the disk, its stray field is overshadowed by the field originating from the outer
parts of the disk, where the magnetization tilts out of plane (see figure 3.5g and h). The
region of high frequency shift in the bottom right quadrant of Figure 3.5d is explained
in the simulation by assuming a small tilt (≈ 1 ◦) of the disk plane with respect to the
external field, resulting in the vortex core being slightly offset from the center of the
disk. Although a detailed interpretation of the NW MFM images and a quantitative
comparison of the measured and calculated frequency shifts is beyond the scope of this
work, they showcase the high sensitivity and potential spatial resolution of the FEBID
NWs transducers.

3.1.6. Bolometric heating

In order to investigate any bolometric heating of the nanowires (NWs) due to the read-
out laser, the thermal noise power spectral density (PSD) is measured at the tip of
NW 4 for laser powers from 0.5 to 25 µW in room temperature (Tbath = 293K), liquid
nitrogen (Tbath = 77K), and liquid helium environments (Tbath = 4.2K). In addition,
the influence of the laser beam’s position along the NW’s long axis is examined for a
fixed laser power of 20 µW. All laser powers provided in this section correspond to the
total power at the output arm of the interferometer at the bottom of the probe, not the
fraction of the power incident on the NW.

Generally, for high laser powers, a negative resonance frequency shift and a high
thermal noise amplitude are observed, corresponding either to an increase in NW tem-
perature or to a decrease in effective mass of the resonator. Since the latter can be
excluded, we fix the effective mass to 2.6(2) × 10−16 kg, as extracted from the highest
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a

b

Figure 3.5. – Imaging of permalloy disks with Co FEBID NWs
a) Sketch of the Au wire sample with three 1 µm wide permalloy disks
patterned on top. The NW is driven resonantly by applying a gate
voltage of 100mVp amplitude at f1. b) SEM image of the permalloy
disks. The scale-bar is 1 µm. c), d) NW-MFM images using NW 4 with
an external magnetic field applied perpendicular to the disk plane of
B = 0 and B = 100mT, respectively. e), f) corresponding simulations
of the expected contrast obtained by applying the monopole model (3.2)
to the disk’s stray field calculated by Mumax3. The disk circumference
is highlighted by a white circle. g) and h) Out of plane magnetization
Mdisk

z of the permalloy disk simulated with Mumax for external magnetic
fields of zero and 100mT, and corresponding line cuts through the vortex
core on the left hand side. The slight offset of the vortex core at non-zero
external field is due a small tilt of the disk with respect to the B-field
direction, which was taken into account for the simulation.

75



3. Probes for Nanowire Magnetic Force Microscopy

530

540

550

f 1
 (k

Hz
)

a
RT
LN2
LHe

100 200 300
TNW (K)

0.5

1.0

1.5

2.0

Q
1 /

 1
03

b
RT
LN2
LHe

Figure 3.6. – Temperature dependence of mechanical properties
a The resonance frequency of NW 4 plotted against the NW temperature
for the full data set at all three different bath temperatures. The overlap
of the points, especially at Tbath = 77K and 4.2K, points to a bolometric
heating effect. b Quality factor Q against the NW temperature. These
measurments are carried out with the laser aligned to the tip of the NW,
corresponding to the cross (X) in Figure D.1 a.
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observed values at small incident laser powers with Tbath = 293K. The remaining data
is then fitted to equation (1.90) with the NW temperature T = TNW as a free parameter.

The changes observed in the mechanical properties of the NW as a function of laser
power and focal position are a consequence of the temperature dependence of the NW’s
Young’s modulus [124]. A change of the Young’s modulus is reflected in a change of a
resonators resonance frequency, specifically in a negative frequency shift for higher NW
temperatures.

Laser power dependence Appendix Figure D.1 a, c, e show images of NW 4 in re-
flection with the positions marked, at which the thermal noise PSD is measured as a
function of laser power while the bath is held at Tbath = 4.2, 77 and 293K. Figure D.1
b, d, f show line cuts of the reflection images along the NW’s long axis with the gray
area highlighting the spatial extent of the NW. The NW’s length is used to calibrate the
conversion between piezo scanner voltage and its displacement in µm.

Resonance frequencies, quality factors, and NW temperatures of the first mode are
extracted from the thermal noise PSD as a function of laser power at the positions
marked with crosses in Figure D.1. On overview across all parameters for the different
environment temperatures is plotted in Figure D.2. As we can see for all three bath
temperatures, the resonance frequency shows a linear decrease with increasing laser
power which is consistent with the temperature dependence of the Young’s modulus.
As the NW becomes warmer it softens. The quality factor exhibits a similar drop as a
function of power for both Tbath = 4.2K and Tbath = 77K, whereas at Tbath = 293K it
appears constant within the error. The NW temperature increases with laser power at
Tbath = 4.2K and Tbath = 77K, while at Tbath = 293K, it appears roughly constant.

All of the above observations are summarized in Figure 3.6 where we have used the
fitted NW temperature TNW as x-coordinate. The readout laser acts as local heat source
and seems to fully thermalize the NW to a new temperature. This is supported by the
overall temperature behavior and especially the overlap between the data at LN2 and LHe
bath temperatures. Similar curves have been measured in literature for GaN NWs [122].
In the case of silicon cantilevers the frequency dependence is of the same type, whereas
the quality factor exhibits a richer behavior related to the temperature dependence of the
thermal expansion coefficient during the transition from room temperature to cryogenic
temperatures [179].

We can analyze further by fitting the Young’s modulus to the semi-empirical Wacht-
man formula [180] used in references [122, 179]. The Young’s modulus for a cylindrical
object is related to the spring constant by

Mtotω
2
1 =

1

2
π(1.8751)4

ER4

L3
(3.4)

where we have used the Euler-Bernoulli natural resonance frequency equation (1.28)
for the first order mode and the second moment of inertia for a constant cylindrical
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Figure 3.7. – Young’s modulus
Fit of the temperature dependent Young’s modulus to equation (3.5).
The found parameters are the zero-temperature Young’s modulus E0 =
4.46GPa, the temperature coefficient B = 2.23MPaK−1 and the Debye
temperature ΘD = 214K.

cross-section3. The semi-empirical Wachtman equation is given by [122, 180]

E(T ) = E0 −BTe−
ΘD
2T (3.5)

where ΘD is the Debye temperature. The frequency data is converted to the Young’s
modulus via equation (3.4) and fitted to equation (3.5) as presented in Figure 3.7. The fit
parameters found are E0 = 4.46GPa, B = 2.23MPaK−1 and ΘD = 214K. As a caveat
the fit uncertainties are large since even small errors in the estimation of the geometry
can introduce huge errors in the Young’s modulus since the NW length and radius enter
with powers of three and four respectively. Compared to the Debye temperature of
Cobalt of 460K [181] we fit a much lower value. The Young’s modulus for FEBID
structures varies a lot across literature and depends on the specific details of the growth
conditions [182]. Generally it is in the range of a few tens of GPa. Our fitted value
is much lower than the one found for Co NWs by Zhang et al [183] of around 75GPa.
However they used electrochemical vapor deposition, possibly producing much higher
quality samples, also with diameters around 300 nm. Thus our fitted value is probably
accurate within the geometrical uncertainties of the Young’s modulus discussed above.

Focal spot position dependence For a second set of measurements, the focal spot is
moved along the z-axis (long axis) of the NW. Thermal noise PSDs are measured at the

3I = 1
2
πR4
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points shown in Figure D.1. Figure 3.8 shows the resonance frequency and the NW tem-
perature along the NW, extracted from thermal noise PSDs, while taking into account
the mode shape U(z). As the focal spot is moved onto the NW tip and begins to overlap
with the NW, the resonance frequency shifts downwards and the NW temperature rises,
since maximal power impinges on the NW. At the other end of the NW, close to its
base, the laser light is cut off by scattering at the chip edge. Consequently the resonance
frequency shifts up by a small amount and the NW temperature is lowered. Since the
signal in this region is very faint due to the mode’s small displacement at the base and
back-scattering from the chip edge, some measurement points for the NW temperature
are omitted.
In the middle region of the NW, where the laser focal spot fully overlaps with the

NW, we measure a roughly constant NW temperature profile. This behavior is an
indication that radiative losses – and not losses from the thermal contact to the substrate
– are the dominant channel through which the NW reaches thermal equilibrium. This
observation indicates that the NW is well-isolated thermally from the substrate and
therefore, through the use of exchange gas to create thermal contact to a sample, could
be used as a sensitive thermal scanning probe [184].

3.1.7. Conclusion

In the past, FEBID-grown NWs have been patterned directly on tips of atomic force
microscopy (AFM) cantilevers in an effort to improve spatial resolution [65, 68, 176].
Our results make clear that such nanocrystalline metallic NWs can have surprisingly
high mechanical quality, making FEBID a promising and versatile method for producing
nanometer-scale force transducers. In principle, a FEBID NW patterned on the tip of
a standard AFM or MFM cantilever could be used to add sensitive 2D lateral force and
dissipation detection capabilities. Such a system would be capable of vectorial force
sensing in 3D, i.e. mapping both the size and the direction in 3D of tip-sample forces.
In addition to demonstrating the high-force sensitivity of FEBID-grown NWs, we

also show their excellent magnetic properties. The Co NWs measured here maintain a
saturation magnetization, which is 80% of the value of pure Co. They also have an axially
aligned remanent magnetization with a switching field around 40mT. These magnetic
properties, combined with the aforementioned mechanical properties, make these NWs
among the most sensitive sensors of local magnetic field. The ability to fine tune the NW
geometry, especially making them thinner and sharper, may allow for even better field
sensitivities and spatial resolutions in the future. NW MFM with such transducers may
prove ideal for investigating subtle magnetization textures and current distributions on
the nanometer-scale, which – so far – have been inaccessible by other methods.
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Figure 3.8. – Mechanical properties along the NW axis
a–f Resonance frequency and NW temperature at different points along
the long axis of NW 4. The gray boxes mark the spatial extent of the
NW. Moving the NW into the laser results in a lowering of the resonance
frequency since the amount of incident power increases on the wire, thus
heating it up. Once the NW is fully immersed in the laser beam, the NW
temperature is roughly constant. The drop for the data at Tbath = 77K
in d can be explained by a small piezo drift perpendicular to the wire
axis. Close to the base point the NW temperature decreases again due
to a portion of the laser light being scattered at the chip edge. Note:
The abscissa is inverted and its origin corresponds to the base point of
the NW.
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3.2. Silicon nanowires with cobalt FEBID tips

In this section we will present a new type of NW probe for magnetic imaging which was
perceived to combine the high mechanical properties of Si NWs with a Co FEBID tip for
magnetic contrast formation, avoiding challenges such as bolometric heating or spurious
resonances due to a large linewidth (see Sections 3.1.6 and 2.3). The goal is to ideally
retain a magnetic monopole-like tip. The Si NWs were fabricated by the Budakian
group4 and exhibit an extremely good force sensitivity at 4.2K with the best values of
around 500 zN/

√
Hz [16]. Here we will focus on a single fabricated probe that was used

later on to image an EuGe2 bilayer5.

3.2.1. Mechanical properties

Figure 3.9 shows scanning electron micrographs of the fabricated Si NW (3.9a) and
a close-up of the Co FEBID tip deposit (3.9b). The dimensions of the Si NW are
LSi = 21.05(25) µm without the tip deposit and dSi = 172(5) nm as inferred from SEM
images (see Appendix Figures E.1 and E.3). The tip deposit, using a beam current of
100 pA at an acceleration voltage of 5 kV for a duration of 30 s, starts growing from the
side of the droplet at the end of the Si NW and then aligns itself vertically following the
direction of the highly focused electron beam. Its diameter expands from roughly 80 nm
at the base to around 150 nm at the biggest point, forming an elongated drop-like shaped
object. It can only be speculated why the deposition process resulted in this geometry,
since we were aiming for a cylindrical tip coaxial to the long axis of the Si NW. Probable
reasons are misalignment of the electron beam, charging issues, secondary deposition
or pressure gradients of the precursor gas. We can estimate the mass of the resonator
from the volume density of Si as follows6 Mtot = ρSiV = ρSiπLSid

2
Si/4 ≈ 1.14× 10−15 kg

ignoring the contribution from the tip deposit.

The mechanical properties can be obtained from fitting the thermal noise PSD to equa-
tion (1.2.4) as in the previous section. The resulting fit values from two representative
spectra taken close to the tip of the NW at room- and LHe temperature are displayed in
Table 3.2. The effective mass is fixed to the lowest observed value at room temperature
at M = 0.32× 10−15 kg. This agrees reasonably well with the value calculated from the
mass density above M = Mtot/4 ≈ 0.285 × 10−15 kg. Deviations to a higher value can
be explained by the additional motional mass of the tip deposit and the extended spot
size of the readout laser still covering a part with a mode shape U1(z) < 1.

The quality factor increases during the cooldown by a factor of almost 10 to roughly
20 000. We observe however a substantial loss in quality factor compared to the native
Si NWs without tip deposit, that can reach quality factors in excess of 10 000 at room
temperature and close to 60 000 at LHe temperature [16]. The difference is attributed to
the FEBID deposition process which might cover the sidewalls of the NW by secondary
electron scattering and causing friction losses. We observe this effect for all NWs with

4University of Waterloo, Waterloo, Ontario, Canada
5Publication in preparation
6ρSi = 2329 kgm−3
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a. Full NW b. Co tip

Figure 3.9. – SEM of a Si NW with Co FEBID tip
Scanning electron micrograph of a Si NW with Co FEBID tip. (a) shows
the full NW along its length. The scale bar indicates 2 µm. (b) is a
close-up of the NW tip. The Co FEBID deposit is highlighted in false
color (blue) and the scale bar corresponds to 200 nm.
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Figure 3.10. – Si NW along axis at LHe temperature
Moving the focal spot of the readout laser along the NW axis results in
a frequency shift of close to −100Hz when approaching the tip. This
is consistent with bolometric heating of the Co FEBID tip as reported
in Section 3.1.6. Remark : Bottom z-scanner voltages above 10V are
fictional and just a consequence of stepping during the acquisition of
the points and stitching the data.

a Co FEBID tip. Evidence of side wall deposition is shown in the Appendix Figure E.4
for a different NW from the same batch of fabrication. The resonance frequencies shift
about 2 kHz upwards from room temperature to LHe temperature which is consistent
with the temperature dependent change of the Young’s modulus.

Heating effects

In the same manner as for the full Co FEBID NWs discussed in Section 3.1 we will also
investigate if and how the NW is influenced by the readout and driving lasers. At room
temperature we do not observe any significant change in resonance frequency or quality
factor as the position of the readout laser is changed along the NW-axis. The data is
shown in the Appendix Figures E.6 and E.7. In contrast to the previous section the
readout laser is only moved approximately half way along the NW since the scanning
window is smaller than the NW length at low temperature.
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Figure 3.11. – Heating effects of the driving laser at tip and working point
Resonance frequencies and quality factors for both modes (down and
up triangles for lower and upper mode) at the tip and at the working
point half-way to the substrate of the NW for different driving laser
powers. At the tip (red) the behavior is vastly different between the
two modes, pointing to a highly non-linear interaction with the driving
laser. At the working point (brown) however the resonance frequencies
decline in sync due to bolometric heating and the quality factors stay
constant.

At LHe temperature however we observe a significant down shift in frequency of max-
imal about 100Hz when moving from the Si shaft onto the tip of the NW as shown in
Figure 3.10. As long as no light is incident on the Co FEBID tip the resonance frequency
is stable. Once the tip becomes illuminated, light is absorbed by the tip deposit and
leads to bolometric heating as discussed in Section 3.1.6. The change in Young’s mod-
ulus leads to a down shift in the resonance frequencies. The quality factors seem to be
affected negatively as well in this region decreasing by approximately two thirds in the
worst case. During imaging operation the readout laser is, in any case, positioned about
half-way between the tip and the substrate or even closer to the base, where both the
resonance frequencies and quality factors are stable. This process avoids any significant
bolometric heating effects as are present for the full Co FEBID NWs.

In order to investigate the influence of the driving laser on the NW properties we
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3. Probes for Nanowire Magnetic Force Microscopy

moved to the tip and to the working point about half-way to the base of the NW. In
these two positions the AOM offset AAOM

0 was varied and the corresponding data is
presented in Figure 3.11. There is a clear difference between the two positions. At the
tip with increasing driving laser power the modes exhibit a down shift in frequency which
is expected from the bolometric heating effect. Interestingly both modes are not affected
in the same way. For the second mode the down shift is stronger with more that 80Hz at
an AOM offset of 400mV. The asymmetric behavior becomes fully apparent by taking
into account the quality factor. The first mode is damped down while the second mode
is subject to a substantial increase of the quality factor to more than 100 000. Since
both resonance frequencies are not influenced in the same way this difference cannot
be attributed to bolometric heating. Due to the asymmetry of the tip the most likely
explanation is the presence of a strong non-linear coupling possibly mediated by strong
optical gradients from the readout laser since the Co tip deposit exhibits different optical
properties compared to the silicon. Unfortunately no further measurements at different
positions inside the beam waist were taken to verify the above hypothesis.

At the working point the influence of the driving laser is less impactful. The resonance
frequencies shift downwards compared to the value where the driving laser is switched
off by an amount of roughly 30Hz in both mode simultaneously. The fact that both
modes are moving side by side indicates bolometric heating. The quality factors remain
constant. We can conclude that at the working point, apart from a small heating induced
overall shift of the resonance frequency, a scanning measurement should be undisturbed
by the driving laser. Additionally this hints again to the nature of the driving mechanism
at the shaft of the NW being mainly photothermal instead of radiation pressure based.

3.2.2. Magnetic properties

The magnetic properties of the Si NW with a Co tip grown by FEBID are assessed in
very much the same way as in the previous section about the full Co FEBID NWs.

Magnetometry

The first measurement conducted was a magnetometry, sweeping the external magnetic
field directed in parallel to the NW axis from −8 to 8T and back while recording the
resonance frequencies of both modes. The results are depicted in Figure 3.12 for two
ranges of magnetic field. The coarse curve over the full field region follows a V-shaped
form consistent with a uniform magnetization along the NW-axis, leading to a monotonic
stiffening of the effective spring constant towards higher magnetic fields.

Zooming in to the low field region shown in the right hand side of Figure 3.12 we
can extract the switching field, at which the magnetization reverses, to be between 60 to
80mT. Repeatedly crossing this field region reveals that the switching field is spread out
and not fixed to a constant value. An additional observation discriminating the current
case from the full FEBID NWs is the hockey stick-like shape of the magnetometry data
around the zero-field region. After crossing 0T from either side the frequency starts to
decrease at a slower rate and even rise a bit before finally switching to a fully reversed
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Figure 3.12. – Magnetometry of a Si NW with Co FEBID tip
The left hand side shows the full magnetometry data of a field sweep
from −8 to 8T and back. The V-shaped form is consistent with a
cylindrical tip magnetized along its long axis. The right hand side
zooms in to the low field data showing only the lower mode frequency
shift (filled circles for up-sweep and empty circles for down-sweep). The
switching field is between 60 to 80mT. Interestingly the frequency
starts to shift upwards already before the switching point, indicating
instability in the magnetization already in small reverse fields.
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state possibly even leaving the tip demagnetized at some stage. This behavior can be
explained by parts of the tip magnetization already starting to change as soon as the
tip experiences a reverse field. A beautiful illustration of this effect is shown in Figure
3.13 showing images of a current loop carrying a fixed current, imaged at a succession
of different external fields crossing from positive to negative values.

The above behavior comes as no surprise because of the peculiar geometric shape of
the tip. The shape anisotropy is not strong enough to hold the magnetization against
the reverse field. A consequence for imaging is that discrimination of magnetic field
contrast by simply switching the tip magnetization while simultaneously keeping the
external field (almost) unchanged becomes nearly impossible, since the tip does not
switch sharply to the opposite magnetization state. Inspecting the magnetometry data
carefully, little jumps are also visible at some fields indicating further switching of small
parts of the tip.

Biot-Savart field calibration

In order to estimate the imaging capabilities and the magnetic tip model we again
performed a calibration with a known Biot-Savart field originating from a rectangu-
lar conductor (see Appendix C). The dimensions of the Au microwire used here were
h = 60nm and w = 1.1 µm. Recording line cuts at different heights for a defined cur-
rent running through the microwire gives field profiles similar to the full FEBID case,
exhibiting a bell shape corresponding directly to the in-plane field profile expected from
a rectangular conductor. This is a telltale sign of the magnetic imaging contrast being
dominated by the monopole term of the point pole expansion in equation (1.148). The
measured force data related to the amplitude response by equation (1.149) is depicted
in the appendix Figure E.10 and subsequently fitted to the force expansion using only
the monopole term.

The fit results reveal the values of the tip monopole charge qtip and the monopole
offset ∆zmono and are shown in Figure 3.14 for different tip-sample distances at zero
field and 4T. It is evident that the magnetic monopole charge is dependent on distance,
increasing with smaller tip-sample separation, ruling out a perfect monopole behavior.
The distance dependence can be explained by the changing size of the magnetic tip
volume effectively interacting with the sample stray field. The closer the tip the bigger
is the tip section measured from the apex that contributes meaningfully to the magnetic
contrast formation.

A second observation is the divergence between the first and the second mode data
becoming apparent at small tip-sample distance of 100 nm and below. Above this thresh-
old the extracted values for qtip agree well between the two modes. The deviation can
be related to the largest tip diameter being roughly 150 nm. For the full FEBID NWs
we also observed a significant change when the tip sample distance dropped below the
NW diameter. This is to say that at tip-sample distances below the NW tip diameter
the imaging transfer function becomes more convolved and is not explained easily by a
simple geometric model as is well underlined by different responses along the two mode
directions. Furthermore the data at zero field and 4T are offset, with the high field
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Figure 3.13. – External field series of DC-current loop images
The external field is swept from positive to negative fields while a fixed
DC current of 70 µA is passed through the Au wire loop. The progres-
sion is left-to-right, top-to-bottom and the data shown is the combined
normalized frequency shift of both modes. As the field is lowered and
crosses into the reverse we loose imaging contrast. Shortly before the
switching field (first image at −60mT) almost no contrast is visible,
pointing to a nearly demagnetized tip. Once the tip has switched (image
at −80mT and then back to the second image at −60mT) the contrast
is inverted and we recover the same magnitude as before at positive
fields. The distance was 170 nm and for each image the background –
acquired during a second scan with zero current passing through the
loop – is subtracted.
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Figure 3.14. – Monopole fit of response to an AC Biot-Savart field at reso-
nance for a Si NW with Co FEBID tip
The left plot shows the fitted monopole charge qtip at different tip-
sample distances zt at zero field and 4T. The value increases with
decreasing tip-sample spacing. For the high field data we fit a slightly
higher value. The right plot depicts the monopole offset ∆zmono =
zfit − zt as defined in Section 1.3.2. The data for both field values show
the same U-shaped behavior. The y-axis might be subject to a system-
atic error introduced by the touch-point calibration procedure.

values for q0 moved to higher values. Most likely the external field forces the tip magne-
tization to be more homogeneous at the surface regions of the tip structure thus leading
to systematically higher value for the monopole charge.

One caveat to the absolute value of the monopole charge lies in fixing the mode shape
at the working point along the NW axis where the data is taken. Since a satisfactory
fit of the mode shape is obscured by the heating effect of the tip, we have to take an
educated guess of the NW temperature in order to fit for the modeshape at the shaft of
the NW. The NW temperature was fixed to TNW = 11K which is well supported by the
mode shape values obtained further down the NW close to the base point and assuming
the NW is well equilibrated with the rest of the microscope7. Thus the absolute value of
qtip can easily differ by an estimated 15% considering also the uncertainties in tip-sample
distance. In any case, comparing the found value to that of the full Co FEBID NWs
we retrieve a smaller qtip pointing to a lower Co concentration inside the tip deposit.
This is very much expected as the growth conditions for the probes discussed here were
not optimized for a high Co content but for obtaining a probe magnetized in a useful
way, also having to reduce the beam current for deposition in order to avoid charging
of the Si NWs. A lower Co content is further supported by an energy dispersive X-ray
analysis (EDAX) performed on a different tip deposit on top of another NW yielding a
Co content of about 44% (see Appendix E.2).

7Without exchange gas and additional copper braids to the base plate, the system equilibrates at
roughly 11K. Higher temperatures here would result in smaller mode shapes and eventually higher
values for qtip.
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3.2. Silicon nanowires with cobalt FEBID tips

The second value that can be extracted from the Biot-Savart field profile fit is the
monopole offset ∆zmono and is depicted on the right hand side of Figure 3.14. It follows
a U-shaped curve and describes the location of the fictive magnetic monopole with
respect to the apex of the tip. The curves at the two fields are both again subject to an
uncertainty of about 10 nm arising from the distance calibration procedure. Nonetheless
we can state that the point monopole at 4T is located closer to the tip apex than at
zero field, which is again consistent with the magnetization of the surface layer of the
tip deposit being forced into a more homogeneous state. Especially at the tip apex one
would expect the magnetization at remanence to diverge from an axially aligned state
up to a certain distance within the tip deposit where it would start following the shape
anisotropy. Furthermore we observe a similar divergence of the two modes at tip-sample
distances smaller than 100 nm that was already present for the qtip fits.

We can conclude that the NW probe characterized above follows the monopole model
well enough for a qualitative interpretation of frequency shift data. However extracting
quantitative values for a measured stray field may prove difficult to be reliable across a
range of different distances and spatial frequencies but are possible within large margins
of errors.

3.2.3. Field sensitivity

Resonant field sensitivity

In order to gauge the sensitivity to an electrical current generating a Biot-Savart field we
positioned the NW at the center of the rectangular conductor, where the in-plane field
component exhibits a peak. The tip was retracted by 250 nm from the top surface of the
Au microwire. Subsequently the driving current is lowered to zero and for each current
its frequency is swept across the lower mode resonance recording amplitude and phase
response. Fitting the sweep data with the harmonic oscillator line shape yields the peak
amplitude at resonance which is plotted on the left hand side of Figure 3.15 against the
different driving currents. As expected the response approaches the theoretical thermally
limited value8 of rth1,rms =

√
4kBTBW/2ω2

1Γ1 ≈ 29 pm indicated by the dashed grey line,
taking into account the measurement bandwitdh of BW = 0.5Hz. The temperature
was again taken to be 11K based on the discussion in the previous section. The almost
perfect agreement with the fits to the sweep data at zero driving currents underlines the
validity of our assumptions and demonstrates a thermally limited measurement.

On the right hand side of Figure 3.15 the sweep data for zero current and 3.5 nA are
plotted including their fits to the harmonic oscillator line shape. The signal at resonance
is still by a factor of ≈ 1.4 above the thermal background. This is further illustrated
by the phase data shown in the appendix Figure E.11. At zero driving current the the
phase is completely incoherent, whereas as soon as it is switched on we observe that the
characteristic π-shift starts to emerge.

In a last step we can estimate the sensitivity to magnetic field. For this we need to
know the peak value of the Biot-Savart field component along the mode direction r1 for

8The additional factor of 1/
√
2 is due to the normalization to RMS-values.

91



3. Probes for Nanowire Magnetic Force Microscopy

0 20 40 60
Irms (nA)

100

200

300

400

500

am
pl

itu
de

 R
rm

s (
pm

)

rth
1, rms

352.8 352.9 353.0 353.1 353.2
frequency (kHz)

0

10

20

30

40

50

60

70
data 3.5 nA
data 0.0 nA
fit 3.5 nA
fit 0.0 nA

Figure 3.15. – Current sensitivity of Si NW with Co FEBID tip
The NW is positioned at the center of a Au microwire analog to the
situation depicted in Figure 3.3, where the in-plane component of the
Biot-Savart field is the strongest. The tip sample distance for all mea-
surements is zt = 250 nm. The left hand side plot shows the peak am-
plitude response for different AC-current strength Irms running through
the microwire. The right hand side depicts two frequency sweeps at a
current of Irms = 3.5 nA (red) and no driving current at all (black) cor-
responding to purely thermally driven motion. Grey are the data and
the solid colored lines represent the fits. Calculating the Biot-Savat
field at a distance of 250 nm for a current of 3.5 nA gives a peak mag-
netic field of 1.97 nT, which is close to the thermally limited value of
Bmin = 2.0 nT.
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Figure 3.16. – Gradient sensitivity from quasi-DC Biot-Savart field
A quasi-DC current is passed through the Au microwire. (a) Tandem-
demodulated resonance frequency of the first mode at a frequency of
fref = 80Hz for different currents. Even at currents below 1 µA a sig-
nal can still be observed. (b) Simulated Biot-Savart field profile and
the absolute value of its derivative for a reference current of 1 µA at a
distance of 200 nm. The form of the derivative matches the data in (a)
and we demonstrate a quasi-DC sensitivity to sub-micro tesla fields or
gradients on the order of 1Tm−1.

a current of 3.5 nA at a tip-sample distance of 250 nm. Turning to Appendix Section
C this value is BB−S ≈ 2.0 nT. The theoretical force sensitivity on the other hand is
given by equation (1.94) and yields9 Fmin ≈ 3.4 aN. By assuming a monopole charge
of qtip ≈ 2 × 10−9Am at 250 nm tip-sample distance (see Figure 3.14) we convert this
to a thermally limited field sensitivity of Bmin = Fmin/qtip ≈ 1.7 nT (corresponding to
2.4 nT/

√
Hz normalized to the bandwidth) and find that the experimental and theoretical

value agree very well. Of course moving closer to the microwire would increase the
value qtip that has to be used. For example at a distance of 100 nm we have that
qtip ≈ 3× 10−9Am and the theoretical thermally limited field sensitivity would equate
to Bmin ≈ 1.6 nT/

√
Hz normalized to the bandwidth.

DC field sensitivity

At last we assess the sensitivity to magnetic for two different cases close to DC since not
every sample allows for modulating its magnetism at NW resonance frequencies of a few
hundred kHz. First, we will use a quasi-DC field at a small frequency offset from DC,
which simultaneously is a convenient way to separate the magnetic signal from unwanted
force gradients e.g. arising through electrostatic interactions. Second, we will use a true
DC current passing through a loop to demonstrate DC imaging.

9For a bandwidth of BW = 0.5Hz
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Figure 3.17. – DC imaging of a current loop
Images of an Au loop at a distance of 190 nm, passing DC currents of
21 µA and 7 µA. For each image the background is acquired in a second
pass with zero current and subsequently subtracted. As scale reference,
the inner diameter of the loop is 5.5 µm and the width of the wire 1.2 µm
with a thickness of 60 nm.

Quasi-DC The NW tip is scanned across the same microwire as before at a distance
of 200 nm. A current running at an arbitrary quasi-DC frequency within the PLL-
bandwidth of fref = 80Hz provides a slowly oscillating Biot-Savart field. The NWs
first mode resonance frequency is locked with a PLL and then, during the line scan,
demodulated a second time at fres using a tandem demodulation scheme. The results
for different current strengths are shown in Figure 3.16. From the doubly demodulated
data (3.16a) we can obtain a limit for the field gradient at which the signal is just above
the noise floor. At a current of 1.41 µA or slightly lower a response is still observed.
Figure 3.16b shows the Biot-Savart field of a rectangular conductor at a distance of
200 nm and the absolute value of its derivative at a reference current of 1 µA. Thus
the NW responds to fields slightly below 1 µT producing field gradients of the order of
1Tm−1.

True DC In order to gauge the sensitivity to true DC fields we are taking subsequent
images of an Au loop patterned on a Si substrate, the first with a known current passing
though the loop and the second with the current source switched off. This allows to
subtract the two images and extract the magnetic contrast. Figure 3.17 shows the
processed images, combining the shift of both modes, for DC currents of 21 µA and
7 µA. In the image with lower current the characteristic pattern of an up- and then
down-shift when moving radially across the loop wire is still visible. This means even
in DC we retain a sensitivity to fields of a few µT, or rather the gradients of a few
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Tm−1. For DC measurements an excellent long-term stability of the system is key
since consequent measurements can easily take hours. In both images of Figure 3.17
we observe that at some points noise punches through and is visible in the processed
image. This demonstrates very well the inherent challenges of imaging DC fields with
MFM probes, since any topographic artifact or electrostatic instability10 will contribute
to the noise in the captured image. Hence it comes as no surprise that we slightly miss
the theoretical thermally limited field gradient sensitivity of roughly11 1.3Tm−1 for an
oscillation amplitude of r1 = 10nm (see Table 1.1).

10Unfortunately we did not have the ability to set the tip to a known electrostatic potential with this
specific probe.

11For a PLL bandwidth of 30Hz.
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4. Summary and Outlook

4.1. Summary

In the first chapter we developed the theoretical groundwork for employing NW res-
onators as scanning probes for NW-MFM. Specifically, we have investigated how to
describe the magnetic imaging contrast formation following Hug and van Schendel [7,
8] and adapted their transfer function model to the case of NWs with magnetic tips
in pendulum geometry. Equations (1.141) and (1.142) relate the measured frequency
shifts of both modes to the stray field in two-dimensional Fourier space and allow for
a quantitative interpretation of the stray field once the tip equivalent magnetic surface
charge σ∗

tip(k) is fully characterized. This calibration requires measurements of a known
stray field e.g. to empirically extract the form of σ∗

tip(k) as demonstrated by Hug and
van Schendel on perpendicularly magnetized thin films [7, 8]. The approach we took in
this work is to assume a point-pole model and using the Biot-Savart field of a known
current flowing through a microwire to calibrate the tip parameters [12, 13, 72, 92, 93].
The advantage of this method is an easy implementation and the interpretation of the
tip type (monopole- or dipole-like). However, it usually falls short of capturing a suffi-
cient variety of spatial frequencies to fully characterize σ∗

tip(k) across the experimentally
relevant region of k. Furthermore, we summarized the theoretical thermally limited sen-
sitivity of monopole and dipole tips to magnetic fields at resonance and in DC (Table
1.1)

The second chapter introduced the measurement apparatus and addressed a few recent
additions such as a heater stage which can be used to control the sample temperature
in the range of 5 to 50K. We also swapped out polarization-maintaining optical fibers
and objective for more robust single mode fibers and implemented porlarization control
via paddle-polarizers at the laser outputs. This allows us to routinely work at fringe
visibilities close to one with the Si NWs presented in Section 3.1. A major update
included the addition of an optical driving laser at a spectrally separated wavelength
from the readout laser. We assessed its performance and found a way better stability
as compared to piezoelectric or capacitive actuation methods. The driving mechanism
is most likely photothermal and will result in a small amount of heating of the NW
resonator leading to a universal down shift of both modes that is not interfering with
any scanning probe measurements.
The third chapter covers two NW probes that have been studied. The first part

focuses on fully magnetic Co NWs grown by FEBID [13]. We found that they obey the
monopole tip model with a magnetic surface charge of qtip = 9.7(4)×10−9Am, ultimately
achieving a sensitivity to magnetic field of Bmin = 3nT/

√
Hz. We also demonstrated

a first example of magnetic imaging on permalloy disks. The second part presents the
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combination of a Co FEBID tip and a state of the art Si NW in terms of force sensitivity
[16] with the aim to retain a monopole tip and exploiting the excellent mechanical
properties. This was partly achieved. Due to the deposition process the quality factor
declined to about one third and the tip monopole is a factor of 3-4 smaller than in
the full FEBID case, due to different deposition parameters and the peculiar geometric
shape of the tip deposit. Nonetheless, the thermally limited field sensitivity turns out
to be around Bmin = 2.4 nT/

√
Hz (at 250 nm tip-sample distance) in the same range of

the full Co FEBID NWs.
At the end of the day we presented a versatile NW-MFM platform operating at room-

and cryogenic temperatures with access to a wide range of sample temperatures at cryo-
genic operation. A large advantage compared to other ultra-sensitive magnetic scanning
probe techniques such as scanning-SQUID or NV-center magnetometry is the de facto
almost unlimited range of applicable external fields (in our system up to 8T) and the
robustness of operation1. On the other hand NW-MFM is slightly invasive to the sam-
ple scanned and features some geometrical constraints on sample geometry, mainly the
necessity for it to be located at the chip edge. However, the presence of a tip stray field
might even pave the way to highly interesting studies of magnetic dissipation effects and
local magnetic susceptibility measurements in 2D-magnets e.g. revealing domain wall
oscillations [103, 185].

4.2. Outlook

In general our NW-MFM platform is already well developed and enables nano-scale
magnetic imaging with intriguing sensitivity and spatial resolution for a wide range of
experimental parameters. A few aspects can be improved further:

Full Co FEBID NWs The full Co FEBID probes are a versatile probe with a surprisingly
good field sensitivity. They suffer from heating effects, which result in a higher
NW temperature loosing out on roughly a factor of two to three in sensitivity. A
second property that could probably be improved is the quality factor with changes
in the growth process and a possible annealing step.

Si NWs The Si NWs are a very stable platform to functionalize with a magnetic tip.
Possible improvements are clearly retaining the high original quality factor of
around 60 000 and a tip deposit that follows a thin cylindrical shape more closely.
Additionally, a higher Co content can possibly be achieved pushing qtip to a value
similar to the full Co FEBID NWs. Assuming all values line up perfectly the ex-
pected thermally limited field sensitivity turns out to be an unprecedented value
of2 Bmin ≈ 200 pT/

√
Hz.

Other NW probes Possible other materials for very high mechanical quality NW res-
onators are GaN (quality factors of up to 400 000 at 17K [122]) or SiC [35]. In-
teresting candidates are also hollow tubes out of aluminum oxide [186] or CNTs

1A single NW probe can be used for years and even survives soft crashes unscathed.
2Q = 60 000, qtip = 9× 10−9 Am and TNW = 4.5K.
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[121], greatly improving the force sensitivity due to their low mass. Additionally
it would be a great advantage to work with a conductive tip in order to mitigate
the effects of electrostatic interactions.

Tip magnets Depending on the specific application a different material for the tip could
be deposited or attached with a micromanipulator. Cobalt might not be the ideal
material at high fields since it seems to increase natural dissipation at least when
evaporated on a cantilever (see [168]). Co FEBID is also limited in the diameters
that can be achieved on the lower end and the Co content tends to decrease for
thinner deposits. In general for imaging purposes a hard magnet with a high
saturation magnetization and a strong anisotropy along the external field axis is
best suited for imaging.

Tip calibration The tip calibration procedure could greatly benefit from a calibration
sample with a variety of spatial frequencies such as a multilayer thin-film or similar.
With that an empirical form of σtip(k) can be calculated analog to Hug and van
Schendel [7, 8].

Apparatus A major improvement to the NW apparatus would be to reiterate on the
thermal management and lower the base temperature at high vacuum (without
exchange gas) to LHe temperature by redesigning the thermal clamping points.
Additionally, changes in material of the sample holder to a thermally more insulat-
ing material than titanium would make even higher sample temperatures accessible
with a penalty on cooling rate.

AC/current density imaging The full advantage of eventually sub-nano tesla sensitivity
at the resonance frequency of the NW sensor could be exploited to image very
subtle current densities or gate tunable magnetism [187, 188], under the condition
that the contact impedance of a given sample allows for modulation of the device
current or electron density at a few hundred kHz.

Finally we are looking forward to explore the realm of 2D-magnets with nanometer
scale resolution within the field and temperature range indicated above.
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ner, and V. Neu, “Monopolelike probes for quantitative magnetic force microscopy:
calibration and application”, Applied Physics Letters 97, 252505 (2010).

74C. F. Reiche, S. Vock, V. Neu, L. Schultz, B. Büchner, and T. Mühl, “Bidirectional
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157M. Esposito, V. Tasco, M. Cuscunà, F. Todisco, A. Benedetti, I. Tarantini, M. D.
Giorgi, D. Sanvitto, and A. Passaseo, “Nanoscale 3d chiral plasmonic helices with
circular dichroism at visible frequencies”, ACS Photonics 2, 105–114 (2015).

158T. Bret, T. Hofmann, and K. Edinger, “Industrial perspective on focused electron
beam-induced processes”, Applied Physics A 117, 1607–1614 (2014).

159L. A. Giannuzzi and F. A. Stevie, “A review of focused ion beam milling techniques
for TEM specimen preparation”, Micron 30, 197–204 (1999).

160G. Nanda, E. van Veldhoven, D. Maas, H. Sadeghian, and P. F. A. Alkemade, “Helium
ion beam induced growth of hammerhead AFM probes”, Journal of Vacuum Science
& Technology B 33, 06F503 (2015).

112

https://doi.org/10.1080/10408430600930438
https://doi.org/10.1080/10408430600930438
https://doi.org/10.1063/1.2977587
https://doi.org/10.1116/1.2955728
https://doi.org/10.1116/1.2955728
https://doi.org/10.1116/1.2955728
https://doi.org/10.3762/bjnano.3.70
https://doi.org/10.3762/bjnano.3.70
https://doi.org/10.1116/1.1826065
https://doi.org/10.1116/1.1826065
https://doi.org/10.1116/1.1826065
https://doi.org/10.1007/s10854-013-1522-6
https://doi.org/10.1007/s10854-013-1522-6
http://stacks.iop.org/0022-3727/49/i=24/a=243003
http://stacks.iop.org/0022-3727/49/i=24/a=243003
https://doi.org/10.1063/1.1842367
https://doi.org/10.1021/ph500318p
https://doi.org/10.1007/s00339-014-8601-2
https://doi.org/10.1016/S0968-4328(99)00005-0
https://doi.org/10.1116/1.4936068
https://doi.org/10.1116/1.4936068


Bibliography

161C. H. Schwalb, C. Grimm, M. Baranowski, R. Sachser, F. Porrati, H. Reith, P. Das, J.
Müller, F. Völklein, A. Kaya, and M. Huth, “A tunable strain sensor using nanogran-
ular metals”, Sensors 10, 9847–9856 (2010).
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A. Microscope

A.1. Images

Figure A.1. – Front view of the NW scanning probe microscope

117



A. Microscope

A.2. Acousto-Optic modulator
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Figure A.2. – AOM power output
Output power of the AOM depending on the DC input voltage for an
operating frequency of 10MHz and an input power of 10mW.
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A.2. Acousto-Optic modulator
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Figure A.3. – AOM operating frequency
Output power of the AOM depending on the operating frequency for an
input power of 10mW and a DC modulation of 0.6V.
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B. Mie scattering

Following section 8.4 of [131] the amplitude scattering matrix relating the incoming light
to the scattered far field of a cylinder of radius R and infinite length L is given by[

E∥s
E⊥s

]
= ei3π/4

√
2

πkr sin ζ
eik(r sin ζ−z cos ζ)

[
T1 T4

T3 T2

] [
E∥i
E⊥i

]
(B.1)

where we have adopted the coordinate system shown Figure 8.3 of [131]. The cylinder is
aligned with the z-axis and the incident light without loss of generality either polarized
parallel (case I) or perpendicular (case II) to the xz-plane. ζ is the angle between the
z-axis and the propagation direction of the incoming beam in the xz-plane (ζ = 90◦

corresponds to normal incidence). The incoming field is expressed as

Ei =
(
E∥iê∥i + E⊥iê⊥i

)
eik·x,

ê∥i = sin ζêz − cos ζêx, ê⊥i = −êy, ê⊥i × ê∥i = êi

and the scattered field in terms of cylindrical coordinates for a constant azimuthal angle
ϕ (ϕ = 0◦ corresponds to backscattering) as follows

Es = E∥sê∥s + E⊥sê⊥s,

ê∥s = cos ζêr + sin ζêz, ê⊥s = −êϕ, ê⊥s × ê∥s = ês.

For normal incidence the amplitude scattering matrix equation (B.1) simplifies to[
E∥s
E⊥s

]
= ei3π/4

√
2

πkr
eikr

[
T1 0
0 T2

] [
E∥i
E⊥i

]
(B.2)

and becomes diagonal which means that there is no mixing between the two polarization
directions. The matrix elements T1 and T2 are given as

T1 = b0 + 2
∑∞

n=1 bn cos(nΘ),

T2 = a0 + 2
∑∞

n=1 an cos(nΘ)

with Θ = π − ϕ and he scattering coefficients are

an = mJ ′
n(x)Jn(mx)−Jn(x)J ′

n(mx)

mJn(mx)H
(1)′
n (x)−J ′

n(mx)H
(1)
n (x)

,

bn = Jn(mx)J ′
n(x)−mJ ′

n(mx)Jn(x)

Jn(mx)H
(1)′
n (x)−mJ ′

n(mx)H
(1)
n (x)

where Jn and Yn are the Bessel functions of first and second kind, H
(1)
n = Jn + iYn the

Hankel functions, m = N1/N2 = n+ ik (k denoting here the absorption coefficient) the
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B. Mie scattering
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Figure B.1. – Scattering efficiencies Qsca,I, Qsca,II and Qsca =
1
2 (Qsca,I +Qsca,II) up to

third order for the refractive index of Si (n = 3.48+0i) and a wavelength
of λ = 1550 nm. At small radii compared to the wavelength only the first
two orders contribute significantly and scattering is clearly enhanced if
the polarization of the incoming light is aligned with the NW axis.

relative refractive index, x = kR (k = 2π/λ), and λ the wavelength of the incoming
light.
Knowing the scattered field one can compute the Poynting vector of the sum of incident

an scattered field. It can be written as

S = Si + Ss + Sext,

Si =
1
2ℜ (Ei ×H∗

i ) , Ss =
1
2ℜ (Es ×H∗

s) , Sext =
1
2ℜ (Ei ×H∗

s +Es ×H∗
i ) .

Integrating the scattered part Ss over a closed surface of length L around the cylinder,
one gets the rate of energy absorbed by the surface per unit length as

Ws = RL

∫ 2π

0
(Ss)rdϕ (B.3)

From this the scattering efficiencies, normalized to the intensity Ii of the incoming
light, are defined as

Qsca,I =
Ws,I

2RLIi
= 2

x

(
|b0|2 + 2

∑∞
n=1 |bn|2

)
(B.4)

Qsca,II =
Ws,II

2RLIi
= 2

x

(
|a0|2 + 2

∑∞
n=1 |an|2

)
(B.5)
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Figure B.2. – Integrated differential scattering efficiencies for our objective with an
acceptance angle of 2α for the refractive index of Si (n = 3.48 + 0i) and
a wavelength of λ = 1550 nm.

for normal incidence and the two cases of polarization. For unpolarized light the following
holds

Qsca =
1

2
(Qsca,I +Qsca,II) . (B.6)

Another useful quantity can be found by looking at the integrand of B.3 and using
equation (B.2) to identify the differential scattering efficiencies

dQsca,I

dϕ = 1
πx |T1(Θ)|2 (B.7)

dQsca,II

dϕ = 1
πx |T2(Θ)|2. (B.8)

Integrating the differential scattering efficiencies for backscattering over the acceptance
angle 2α = 2arcsin(NA) = 2 arcsin(0.44) of our objective from π − α to π + α results
in Figure B.2. Clearly the backscattering is enhanced for NWs with radii below 150 nm
for the polarization direction along the NW axis. As an example the same integrated
differential scattering efficiencies are plotted in Figure B.3 for a wavelength of 635 nm
and show a much richer dependence on the NW radius.
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B. Mie scattering
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Figure B.3. – Integrated differential scattering efficiencies for our objective with an
acceptance angle of 2α for the refractive index of Si (n = 3.86 + 0.016i)
and a wavelength of λ = 635 nm.
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C. Biot-Savart field of a rectangular
conductor

The magnetic field of an infinitely long conductor with rectangular cross section of
width w, height h and a uniform current I = jywh flowing in y-direction (see Figure
C.1), where jy is the current density along the y-direction, can be calculated using the
two-dimensional Biot-Savart law

Bx(x, z) =
µ0I

2πwh

∫
s

z′ − z

[x′ − x]2 + [z′ − z]2
dS′ (C.1)

Bz(x, z) =
µ0I

2πwh

∫
s

x′ − x

[x′ − x]2 + [z′ − z]2
dS′ (C.2)

where S is its cross-sectional area. Solving the surface integrals with the center of the
coordinate system aligned with the geometrical center of the conductor yields (see also
Refs. [93, 94])

Bx(x, z) =
µ0I

4πwh

{
[w/2− x] log

[w/2− x]2 + [h/2− z]2

[w/2− x]2 + [h/2 + z]2

+ [w/2 + x] log
[w/2 + x]2 + [h/2− z]2

[w/2 + x]2 + [h/2 + z]2

+ 2[h/2− z]

[
arctan

w/2− x

h/2− z
+ arctan

w/2 + x

h/2− z

]
− 2[h/2 + z]

[
arctan

w/2− x

h/2 + z
+ arctan

w/2 + x

h/2 + z

]}
(C.3)

and a similar expression for Bz(x, z).
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C. Biot-Savart field of a rectangular conductor

a b

Figure C.1. – Biot-Savart of a rectangular conductor
a) Cross section of an infinitely long rectangular conductor with width
w and height h. b) Plot of Bx(x, z) according to equation (C.3) for
w = 3.2 µm, h = 240 nm and a current of I = 47 µA.
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D. Co FEBID NW

D.1. Data
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Figure D.1. – Measurement positions at different temperatures
a, c, e Scanning interferometer image of NW 4 at Tbath =
295, 77 and 4.2K, with the spots marked at which the laser power
dependence measurements are taken. The position marked by a cross
(X) corresponds to the measurement position for the data shown in Fig-
ures D.2 and 3.6. Points correspond to measurement positions for data
shown in Figure 3.8. b, d, f Line scan along the long axis of the NW.
The gray box highlights the extent of the NW. Interference fringes are
visible in the images because either the z-piezo scanner movement has
a small additional component along the x-direction and/or the NW is
tilted by a small amount with respect to the z-axis.
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D. Co FEBID NW
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Figure D.2. – Laser power dependence of mechanical properties
Resonance frequency shift a, quality factor b and NW temperature c at
Tbath = 293K (orange), 77K (green), and 4.2K (blue) for different laser
powers. These power dependences are measured with the laser aligned
to the tip of the NW, corresponding to the cross (X) in Figure D.1 a.
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E. Si NW

E.1. SEM

Figure E.1. – SEM of full NW with Co FEBID tip
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E. Si NW

Figure E.2. – SEM of Si NW Co FEBID tip length
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E.1. SEM

Figure E.3. – SEM of Si NW Co FEBID tip width
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E. Si NW

Figure E.4. – SEM of a different Si NW with Co FEBID tip showing side
wall deposition
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E.1. SEM

Figure E.5. – SEM of a different Si NW with Co FEBID tip This deposit was
subject to the EDX measurement shown in the next page E.2 yielding a
Co content of about 44%.
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EDAX ZAF Quantification (Standardless)
Element Normalized
SEC Table : User  D:\EDAX_Savecalib_21062012_install\SEC Genesis\BCNOF_21062012.sec

Element Wt % At % K-Ratio Z A F

    C K     8.52   27.98   0.0895   1.3859   0.7574   1.0001
    O K     7.51   18.52   0.0922   1.3427   0.9128   1.0011
    CoL    65.53   43.85   0.6047   0.9409   0.9806   1.0002
    GaL     7.52    4.25   0.0609   0.8777   0.9219   1.0002
    AsL     5.60    2.95   0.0452   0.8530   0.9460   1.0001
    RbL     5.31    2.45   0.0419   0.8057   0.9784   1.0000
   Total  100.00  100.00

Element Net Inte. Bkgd Inte. Inte. Error P/B

   C K       1.27         0.05         8.92        27.00 
   O K       1.24         0.12         9.52        10.15 
   CoL       3.23         0.23         5.76        14.33 
   GaL       0.43         0.33        23.43         1.31 
   AsL       0.24         0.38        39.60         0.65 
   RbL       0.09         0.26        81.24         0.36 

E. Si NW

E.2. EDAX
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E.3. Data
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Figure E.6. – Si NW along axis at room temperature
No influence of the tip position is found on the mechanical NW proper-
ties.
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E. Si NW
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Figure E.7. – Interference image of Si NW at room temperature
Marked are the points at which the thermal noise PSDs are taken for
the data in Figure E.6.
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E.3. Data
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Figure E.8. – Interference image of Si NW at LHe temperature
Marked are the points at which the thermal noise PSDs are taken for the
data in Figure 3.10. The offset at 0V is due to stepping and stitching
since the NW length exceeded the range of the piezo-positioner.
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E. Si NW
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Figure E.9. – Laser power dependence at the working point at LHe temper-
ature
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E.3. Data
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Figure E.10. – Biot-Savart tip calibration for Si NW with Co FEBID tip
Measured resonant Biot-Savart field profiles at different tip sample dis-
tances (color). In grey are the fits according to the Biot-Savart field
profile of a rectangular conductor, using only the monopole term of
the point pole force expansion. The fits directly reveal qtip and the
monopole offset ∆zmono which are shown in Figure 3.14 for the differ-
ent tip sample distances.
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Figure E.11. – Phase data of the sweeps used to determine the current sen-
sitivity
Shown is the phase data of current sweeps for values of the Biot-Savart
current of 0.0, 3.5 and 7.1 nA. Passing no current the phase is entirely
randomized. With rising current it becomes more coherent and the
characteristic π-shift across the resonance emerges.
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Arnold Lücke offered the fundamental service of a functioning clean room and in ad-
ministrative matters Claudia Wirth – charming as ever – took care of things before you
even would notice.
During my time at the Physics Department I have been lucky to meet a lot of wonder-

ful people, among them Martin, Olivier, Carlo, Diego, the Warburton group and many
others, who majorly contributed to creating a beautiful and unforgettable atmosphere
during and especially outside of working hours. Thank you for that. Aside from uni-
versity a special thank you has to go to the 3-Rosen X-fit crew2 and my fieldhockey
team, the Basler Hockeyclub, for providing ample of opportunity to relieve stress and
see things from a different perspective. On the same note thanks Martino for all the
morning track sessions.
Finally, with the warmest regards, I want to thank my friends Marlen, David (×2),

Martina, Flaviano, Nadine, Jonathan, Elena, Eric, Saskia, Denes, Alain, Nina, Sven,
Leonie, Max, Sara and Rebi for standing by my side throughout the past years. Last
but not least I am eternally grateful to my family for their unconditional love and support
as we navigated our way through the ups and downs of the recent past. I want to close
with the person nearest to me, always cheering me up and bringing a smile to my face.
Thank you, Nadège.
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