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In “Probing single-charge fluctuations at a GaAs/AlAs ifdee using laser spectroscopy on a nearby InGaAs
quantum dot” [1], a single quantum dot (QD) is used as a nanms& of its own local electrical environment.
The understanding of the local electrical fluctuations kdstd a new sample design where close-to-transform-
limited linewidths are routinely measured. These conolusiely on experimental results which we model with
Monte-Carlo simulations. The details of these simulatiars explained in this supplementary information.
We explain how the input parameters are determined and hewetults depend on the defect density, defect
positions and occupation probabilities.

PACS numbers: 73.21.La and 78.67.Hc



PART |I: MONTE-CARLO SIMULATION OF THE CHARGE FLUCTUATIONS: CALCULATION

1. Stark shift

The interpretation of the experiments relies on the DCKSedfect of the single negatively charged excitoxi!—. The
dependence of th& !~ emission energy as a function of an external electric figlds given by [2]:

E>(<11)7 = Eo + Siexy 2 (—piFo;i + BiFg;) 1)

wherep;, f; and Fy ; are the permanent dipole moment, the polarizability andbtre electric field in direction, respectively.
The emission energy with an additional electric fiEldis similary given by:

E>(<21)7 = FEo+ Sicxy o (—0i(Foi + Fui) + Bi(Foi + Fui)?). (2
The energy shifA £/ induced by the additional electric fiek, is then given b)Eg), — E)((ll),:

AE = Yy y ,(—piFni + BiFni(Fhi + 2F05)). (3)

2. Electric field created by a single hole

We consider a single positive charge located at distapgefrom the QD in the growth directior:{, at lateral coordinate
r = (z,y) = (r,0) with the dot atr = 0, Fig. 1. The back contact is treated as a metallic layer,yimglthe creation of a
negative image charge. The resulting potential is thengdiye
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The electric field created by this single charge is deduamd fr, = —V V4!
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The electric field at the location of the QD is given by eq. Swit= d; ..

3. Stark shift parameters in the growth direction

In the growth direction, the dipole moment and polarizéip, andj3,, are determined by fitting the voltage dependence of
the X'~ photoluminescence (PL) emission spectrum [2]. The noorast laser in PL experiments creates stored holes at the
capping layer/short period superlattice (SPS) interfacgpace charge, shifting the charging plateaux in gategaltin this
case,Fy , is given by:

Vo -V,

Fo, = + AFNr (6)

whereV,, Vy and D are the applied gate voltage, the Schottky barrier of the,gatd the back contact to surface distance,
respectivelyA Fyg is the additional electric field arising from the space ckaryFyg is determined by insisting that the local
absorption shift measured with resonant laser spectrgs@@d p.eV/V for the QD of sample A [1], is reproduced. For this
particular QD, the fixed parameters dbe= 175 nm,V, = —0.05 V andV;, = 0.62 V. From the fit, we obtain:

p, = —0.231 nm
B, = —0.386 ueV/(kV/cm)?
AFNR =9.0 kV/CIn (7)
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FIG. 1. (a) Structure of the samples. The active layer ctsisa layer of quantum dots (QDs), a GaAs tunnel barrienbé¢he QDs and
a GaAs capping layer above. An AlAs/GaAs short period saptize (SPS) is grown on top of the capping layer. The Schiajtte is a
semi-transparent metal layer deposited on the sampleceurfahmic contacts are prepared to the back contact. (b) Zo@hthe active
region in (a). A QD is separated from the capping layer/SR&fece by distancé.., and from the back contact by distanég.. A single
hole is shown at the capping layer/SPS interface-atd, creating a negative image charge:at —4.

4, Stark shift parameters in the QD plane

The in-plane permanent dipole momep{sandp,, are assumed to be zero [3]. Assuming a harmonic confiningpatethe
polarizability in the QD plane is given by [2]:

mel + myl}
Bx =By = —627“ 8)

wherem, = 0.07m, andmy, = 0.25m, are the electron and hole in-plane effective massesicamdl;, are the lateral extents

of the electron and hole wave functions, respectively [4he parameterg andl;, can be determined from the PL charging
diagram [4]; specifically, from the extent of the neutraliéxe charging platead\V (X °) and from the PL energy difference
betweenX '~ and X°, AEp (X'~ — X©) [5]. I, can be expressed as a function of the electron-electrorastien energy in

the ground staté&?::
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where) is the sample lever arm arfg the Coulomb energy of an electron in the QD with its image gaam the back contact
(E; = 1.1 meV fordyun = 25 nm). Once, is known,/;, can be determined from the electron-hole Coulomb energy:

with [4]:

ES = — 2F; (10)

2
o VT L s Ap (X1 - XO). (11)

M dmege, JIZ+ 12

This givesl, = 4.24 nm andl;, = 2.45 nm for the QD from sample A in [1], leading 16, = 8, = —2.06 peV/(kV/icm)y.
Finally, as the applied electric field is in the growth difent we takeFy x = Fy, = 0.

5. Stark shifts: growth direction versus in-plane fields

With the parameters obtained above for the QD in sample A,amepare the contributions of electric fields and Stark shifts
generated in the growth and in-plane directionsdgf, = 30 nm andd;,, = 25 nm. As a typical case, we consider a single
hole trapped at the capping layer/SPS interface with ingtoordinateér, y) = (10,0) nm. We obtain:

F,=-1.29kV/cm
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FIG. 2. (a)AE, and (b)A Ex as a function of the in-plane defect distance from the QDzutated using the parameters from section 1.3 and
1.4. (b) Ratio|AEx/AFE,| as a function of the in-plane defect distance from the QD.iff@ane Stark shift is always more than one order of
magnitude smaller than the Stark shift in the growth dimettiThe largest ratio iIRAEx /A E,| = 4%.

F, = —0.35kV/cm
F,=0
AE, = 16.7 ueV
AE, = —0.26 ueV
AE, = 0. (12)

We observe that the effect of the in-plane component is twiersrof magnitude smaller than that in the growth directide.

generalize this comparison in Fig. 2 whexds,, AE, and the ratidAE,/AE,| are plotted as a function of the in-plane defect
location, showing that for alt, |AF,| < |AE,]|.

6. The Monte-Carlo population of the defects with holes

An array of defects is considered at the capping layer/SR®fate. The defects are populated randomly in a MonteeCarl
simulation. Defect is populated with a weighted probabilityp, wherep is the control parameter of the simulatiofiss p < 1.
a;p rises withp until it reaches 109; at larger values of, the probability is clamped to 100 The a-parameter can change
from defect to defect and represents, at a particuléine relative probability of occupying a particular loealiion center. Its
value isa; > 1 for all i to ensure that all the defects are populated-at1.

A defect array is defined, specifying for each defect thetloodz;, y;) and the weighting factos;. A value ofp is then
chosen. Each defect is “tested” with respect to a random eugmb < g < 1. If a;p > g, defecti is populated with one hole. If
a;p < g, defecti is not populated. This process is repeated for each defetrgting a new random numhgfor each defect.

In this way, a distribution of localized charges at the cagpayer/SPS interface is created. The electric field atdbation of

the quantum dot arising from the localized holes is caledaly adding up the electric field from each localized chargjegated
use of eq. 5). The Stark shift of the optical transition igtkealculated with eq. 3. These successive steps considemahenly

one particular charge distribution at the interface. Ineoitt reproduce the experiments, we run this procedutenes. From
one run to the next, the spatial distribution of the defeetsains the same, as does the control varigpibeit otherwise the runs
are not correlated with each other. The final optical spettisia sum overV runs. The entire process is then repeated as a
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FIG. 3. (a)-(d) Example simulations obtained with a 2D randtistribution of defects wittNop = 10'° cm™2 over a surface of 1.am?.
The parameters are the ones obtained for the QD in sample éctios | with N = 2,500 andT'r, = 1.0 um. The color scale goes from 2
(blue) to 60 (red). More than 50% of the simulated contoutspdme similar to (a) and (b); some show steps, (c) and (d).

function ofp.

7. Spatial modulation of the probability of occupation

In order to include the Gaussian beam profile of the non-r@sbexcitation, the weighting factors, are multiplied by a
normalized Gaussian function, the Gaussian a function,afentered on the QD, with a full width at half maximum (FWHM)
Iy

8. Exciton inhomogeneous broadening

The exciton spectrum is broadened, in general with homagenand inhomogeneous components. Each discrete energy
shift obtained in the simulation is replaced with a normediz orentzian with full-width-at-half-maximui. For sample A, we
takel’ = 2.5 ueV, an inhomogeneous broadening. For samples B and C, wé&'také.8 eV corresponding to homogeneous
broadening, equivalently the radiative lifetime-limitéakwidth, the so-called “transform limit”.

PART Il: MONTE-CARLO SIMULATION OF THE CHARGE FLUCTUATIONS  :RESULTS

1. The defect array

We present initially simulation results obtained wih,, = 25 nm,d.., = 30 nm, corresponding to samples A and B, using a
full 2D array of randomly placed defects with densify . Fig. 3 shows example simulation results, energy shiftugssfrom
a set of 500 runs using the Stark shift parameters for the Quimple A and withVop = 1 x 10 cm~2. We find that, first,

a large percentage of the simulated contour plots show a topaos Stark shift as a function pfwithout any steps (56.%;
284 occurrences in the 500 Monte Carlo simulations). Twasigxamples are shown in Fig. 3(a),(b). Some other sinmunat
exhibit clearly-resolved steps in the Stark shift verspdots, Fig. 3(c),(d). In this simulation set, only 1 of theD5@ns exhibits

5 steps, a probability of 0.2%. The probability of 4 steps is 0.4%; the probability of 3 steps 4.2%. The probability of steps
occurring is even smaller for a lower value 8% 5. At higher values ofV,p, steps are more likely, but the transition from one
step to the other becomes progressively more blurred sattaboves x 10'° cm—2, no well defined steps can be made out.
Another significant point is that when steps are observedn&tance Fig. 3(c),(d), the absorption energy within egatiateau”
has a strong dependencegrshifting monotonically to the blue.

These results are now tensioned against the experimentsllBoquantum dots measured wifh,, = 30 nm, all 8 exhibit
steps in the absorption versus non-resonant laser pdWesl¢ts. Example data are shown in Fig. 2(a) of [1] (sampleak)
Fig. 4(a) (sample B). All the dots show at least 3 steps. Onslumwvs 6 steps with a total Stark shiftef300 peV, a situation
we have not encountered even in several thousand simudatising a homogeneoug,. The conclusion is that there are
localization centers located directly above the quantutwdiich are highly unlikely to arise by a process which is ctetgdy
random as a function dfz,y). Instead, the quantum dot induces localization centerseat&pping layer/SPS interface for
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FIG. 4. (a) Contour plot of the QD resonance fluorescenceabfgom sample B as a function of the non-resonant excitgimmer. The color
scale goes from 27 counts (blue) to 700 counts (red). (bdjfoulated signal as a function of the probability of occigratplotted with the
same scale dynamic as (@), i.e. 0.15 (blue) to 4 (red).Ng») = 0; (¢) Nap = 1.0 x 10'° cm~2. An area of3 x 3 um? is considered;
T't, = 10.0 um, N = 60 andT" = 0.8 peV. From the PL characterizatiol; = —0.7V, V5 = 0.62 V, D = 322 nm, p, = 0.142 nm,
6. = —0.104 ueV/(kV/cm)2, AFnr = 13 kV/em, [ = 5.02 nm andl;, = 2.88 nm. In addition toN2p, 4 defects were placed by hand to
reproduce the energy steps, with in-plane positians (28, 45, 45, 26) nm anda = (4.0, 1.7, 1.0, 4.0).

deap = 30 Nm, typically two to four, the “above-dot-defects”. Occtipa of these defects leads to the pronounced steps in the
Stark shift versug’ experimental results, equivalently the Stark shift vegsasnulations.

For the QD in sample A, th&-dependence of each Stark shift “plateau” is small, Fig) @{d1]. As explained above, this
signifies thatVs p is small. In fact,Vop is too small for us to resolve and we takp = 0 in the simulations, Fig. 2(b) of [1]
and Fig. 5. However, QDs in sample B behave differently, #{g). In this case, the plateau steps show a blue shiftcpéatly
when the defects directly above the quantum dot (4 in this)case occupied (b$ — 4 holes in this case). In addition, each
absorption line in the experiment changes from run to rue,afigin of the noise in Fig. 4(a). Neither the blue shifts tio
noise can be reproduced in the simulations Wt = 0 as shown in Fig. 4(b). Instead,p # 0. For a given occupation of the
defects directly above the dot, asncreases, the number of stored holes at the capping |B@rit8erface increases, inducing
the blue shifts of the plateau. Also, for fixpdchanges in the charge distribution of the holes leads tdl emergy shifts even
when the number of holes in the above-dot-defects remainstant, leading to the noise. For a quantum dot in sample B, we
fix the positions of the above-dot-defects using the progedutlined below, we define a random 2D array:for 80 nm, and
then varyN, p to find the best fit to the experimental dafés p = 1 x 10'° cm~2 gives good agreement with the experimental
results, Fig. 4(c).

2. Positions of above-dot-defects

We illustrate how the simulation can enable us to deduce dilséipns of the above-dot-defects, concentrating on thelte
from sample A, Fig. 2(a) in [1]. (Fig. 4 illustrates the rasaflthe same procedure on a dot from sample B.) Fig. 5 shovexdift
contour plots obtained by changing the properties of theautmt-defects, illustrating the procedure for reachivegtiest fit for
QD in sample A, Fig. 2(b) in [1]. The number of steps, 4 in tlase, determines the total number of holes which can be stored
the above-dot-defects. In Fig. 5(a), 4 defects are plactteatame location, all with the same weight= 1, laterally displaced
from the quantum dot in order to reproduce the total Stark shthe experiment. Four steps and 5 transitions are sirad)a
as in the experiment. The “size” of the steps decreasedlgligith increasing hole number the in-plane Stark shift increases
in magnitude and substracts from the vertical Stark shifiut this does not match the experimental result, Fig. 2 [d]Fib.
5(b), the defects are now placed one in each quadrant arber@D, keeping = /22 + y2 constant. Now, the step sizes are
constant— the in-plane electric fields tend to caneelin slightly better but still poor agreement with the expegimtal result.
The markedly different step sizes in the experiment can petkiced in the simulation only by changing both the logatiof
the defects; and their relative weights;. In Fig. 5(c), the 4 defects are located at 4 different vabfes The Stark shift versus
p plot is now more complicated. For instance, while 2 storelgho Fig. 5(b) give the same Stark shift independent of the
configuration, this is no longer the case in Fig. 5(c): theWi-tiegeneracy is lifted. Line cuts show that Fig. 5(c) hasgitions
at the correct energies but the relative transition stiengte not reproduced. This discrepancy is remedied by aingtite ;.
The result of this procedure is shown in Fig. 5(h). A defedhwelatively larger has a particularly large: this produces a
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FIG. 5. (a)-(d) 2D representation of the spatial distribotof defects used in the simulations (e)-(h). The QD is syiiméd by the black disk
in the center of each 2D map. In (a), all the 4 defects are éocat the same place with= 22.1 nm. In (b),r is kept constant, only is
changed. In (c) and (d), the spatial distribution is the oseduin [1]. The weightv associated to each defect is specified explicitly. The color

scale goes from 4 (blue) to 135 (redYop = 0. The parameters used for the simulations are those for then@Bmple A [1], described in
section |, withNV = 2,500 andl'y, = 1.0 pum.

small first step. Once this defect is always occupjet, 0.2, occupation of the remaining 3 gives the remaining stegire
in close agreement with the experiment.

3. Spatial resolution of the defect positions

A quantitative agreement with the peak positions and redamplitudes in the experiment, Fig. 2 of [1], can only beewéd
with a tolerance oft-5 nm in each of the; values. This spatial resolution is illustrated in Fig. 6 esawe move, from the ideal
distribution, the different defects within 5 nm and exantimepeak positions in both the experiments and simulatfigsg, for
a particular value of?, equivalentlyp. Fig. 6(a),(g) represent the best fit to the data. Fig. @fb¥liow results for a distribution
where all the defects have been moved 5 nm towards the QDvildhmain peaks in the simulations are now blue shifted with
respect to the experiment at this particytaglso, the simulated Stark shift at= 1 is also too large. Fig. 6(c),(e) and (i),(k)
show results when only one of the defects is moved by plus pus® nm. One can see that there is always at least one energy
peak which is not reproduced, as indicated by the green ariro®ig. 6. Finally, Fig. 6(f),(I) show results where 2 detelave
been moved, one 5 nm towards the QD, the other 5 nm away, ahisicase the “final” peak in the simulation has a slightly too
large blue shift. It is therefore fair to claim that the randerror in ther; is aroundt5 nm; the systematic error is obviously
harder to judge, but the agreement in Fig. 2 of [1], also Figvauld suggest that it is small.
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FIG. 6. (a)-(f) 2D representation of the spatial distribatdf the above-dot-defects used in the corresponding atiouk, (g)-(l). The relative
probability «; for each defect is stated in (a) and remains the same for all the other comfiigms. (g)-(l) Line cuts from experiment (black
points/lines) atP = 0.34 nW and simulation (red lines) at = 0.16. The parameters used in the simulations are those obtaineettion

I and we takeN = 2,500 andT';, = 1.0 um.The distribution in (a) gives the best fit to the data andsisduin [1]: all the simulated peaks
lie within the linewidth of the corresponding peak in the esimental data. In (b), all the defects are moved 5 nm towtdrel€D. In (c), the
defect witha = 5 is moved 5 nm towards the QD. In (d), the defect with= 5 is moved 5 nm away from the QD. In (e), the defect with
x < 0anda = 1.5 is moved 5 nm towards the QD. Finally, in (f), the defect withkc 0 anda = 1.5 is moved 5 nm towards the QD while
the defect withe > 0 anda = 1.5 is moved 5 nm away from the QD. In each case, (h)-(l), at leastad the simulated peaks is shifted by at
least a linewidth from the peak in the experiment. The paldicpeaks in question are shown by the green arrows.



