Exploring nanomagnets for quantum
devices with NV magnetometry

Inauguraldissertation

zur
Erlangung der Wiirde eines Doktors der Philosophie
vorgelegt der
Philosophisch-Naturwissenschaftlichen Fakultit

der Universitit Basel

von

Liza Zaper

2025

Originaldokument gespeichert auf dem Dokumentenserver der Universitéit Basel

edoc.unibas.ch


http://edoc.unibas.ch/

Genehmigt von der Philosophisch-Naturwissenschaftlichen Fakultit

auf Antrag von

Erstbetreuer: Prof. Dr. Martino Poggio
Zweitbetreuer: Prof. Dr. Patrick Maletinsky
Externe Expertin: Prof. Dr. Claire Donnelly

Basel, den 19.11.2024

Prof. Dr. Marcel Mayor
Dekan



Abstract

Abstract

Focused electron beam induced deposition (FEBID) offers a promising single-step
technique for patterning nanomagnets. In this thesis, we explore how nanomagnets
for spin qubit control can be fabricated using FEBID. We extend our research by
demonstrating how magnetic nanodots can be deposited on phononic membranes,
potentially mediating interactions between an NV qubit and mechanical systems. To
characterize these nanomagnets, we employ NV magnetometry. Additionally, we
investigate magnetization textures in nanoscale permalloy dots, unveiling their intrin-
sic properties and contributing to their application in neuromorphic and spintronic

technologies.
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1 Introduction

On December 29th, 1959, during the annual meeting of the American Physical
Society at Caltech, the renowned physicist Richard Feynman introduced the concept
that would eventually evolve into the field of nanotechnology [1]]. His visionary ideas
have inspired scientists and researchers for decades. Feynman posed a groundbreaking
question: “What would happen if we could arrange the atoms one by one the way we
want them?” This inquiry not only challenged the prevailing scientific paradigms of
his time but also catalyzed efforts that will later manifest as advancements in materials

science, molecular biology, and numerous other disciplines [2].

Over 60 years later, this thesis echoes Feynman’s vision by posing a new question in
the context of the modern data revolution: “In a world where data is generated at an
unprecedented rate, the need for faster and more efficient storage solutions has never

been greater. But how can we push beyond the limitations of current technologies?”

Nanoscience is concerned with phenomena occurring in objects with dimensions
ranging from 1 nm to 100 nm [3]. This size range encompasses many viruses and
molecules, and it also represents the characteristic length scale of numerous physical
processes [4]]. Today’s integrated circuits are constructed using gates within this
nanoscopic range [5, 6], and memory arrays are built on nanometer-scale units.
From a fundamental perspective, materials at the nanoscale exhibit behaviors that
differ significantly from their bulk counterparts when one or more dimensions are
reduced to this size. The increased proportion of surface atoms in nanostructures
leads to fascinating phenomena, with various forces scaling differently compared to
bulk materials. These properties open doors to innovative applications in medicine,

electronics, and molecular biology [7, 8, (9,10, |3].

Nanomagnetism, a specific area within nanoscience, focuses on the magnetic proper-
ties of structures in this nanoscopic range. While structures between 100 nm and 1000
nm are referred to as mesoscopic [3}|11]], this thesis primarily focuses on nanoscopic
structures. However, mesoscopic structures are also considered in order to understand
general material properties such as magnetization saturation. Nanomagnetic systems
can exist in various forms, including thin films and multilayers (2D), nanoparticles
(OD), nanowires and nanotubes (1D), as well as nanodisks, nanodots, and nanorings
(2D or quasi-2D). Each of these structures, despite being classified by size, exhibits
significant differences in geometry, physical properties, and potential applications [3,
12].



Of particular interest in this work are magnetic nanowires and nanodisks, which
have promising applications as bit-units in high-density memory arrays [13} |14, |15],
for spin qubit control and as mediating elements for fundamental experiments in
magneto-mechanics. Nanotubes and nanorings, on the other hand, offer potential for
information storage and processing through magnetic domain-wall motion [3]]. These
unique characteristics in low-dimensional systems present widespread opportunities

for advancing memory technology.

The progress Feynman envisioned is increasingly visible today, especially in the
rapidly advancing field of quantum computing. Exploiting quantum-mechanical
properties of confined electrons or holes in semiconductor devices, and constructing
suitable nanomagnets to encode quantum information, offers a revolutionary avenue
for increasing computing efficiency. This thesis will address how such nanomagnets
can be built and characterized for use in spin qubit control and future single-spin
magneto-mechanics experiments. In addition, nano-printing techniques will be used
to fabricate these magnets, and their properties will be analyzed using atomic-based

sensing methods, such as NV center magnetometry.

By answering these questions, this thesis contributes to the growing body of research
on nanomagnets for spin qubit control and adds to the research surrounding material
science for spintronics [[16}|17], as well as an innovative approach in building a system
for investigating fundamental physics of spin-mechanical interactions. Furthermore,
it highlights potential future directions for research in the pursuit of more efficient
and sustainable technologies, by using 3D-nano-printing [18, |19]] and cryo-FEBID
[20]], aligning with Feynman’s original vision and the demands of the modern world.



2 Fundamental physics

2.1 Introduction to magnetism

Magnetism is a complex phenomenon arising from the quantum-mechanical inter-
action between one-electron and multi-electron effects. Materials are fundamentally
classified into distinct regimes based on their magnetic response to an external field,

leading to categories such as diamagnetism, paramagnetism and ferromagnetism.

Diamagnetic materials (e.g., gold, water and silver) exhibit paired electrons and gener-
ate a magnetic moment that weakly opposes the applied field. Paramagnetic materials
(e.g., aluminum, magnesium, and oxygen) contain unpaired electrons, causing a weak

alignment with the applied field.

The focus of this thesis is ferromagnetism (e.g., cobalt, nickel, and iron). In these ma-
terials, a strong exchange interaction causes the magnetic moment of many unpaired
electrons to align spontaneously, resulting in long-range magnetic order. This coop-
erative alignment creates magnetic domains, which are responsible for the material’s

strong attraction to magnets and the ability to retain permanent magnetization.

Another distinctive feature is the materials temperature dependence. Curie temper-
ature T¢ is a temperature at which the spontaneous magnetization arising from the
alignment of the atomic magnetic moments depends on temperature, and at this tem-
perature it falls to zero. It is often used to indicate the stability of the magnetisation

saturation.

A ferromagnetic material’s response to an external magnetic field is a nonlinear
response of magnetization M to an applied magnetic field H. Magnetization is the
magnetic dipole moment per unit volume of material, and it is measured in the same

units as the H-field, in amperes per metre (Am =) [11]].

2.2 Physics of micromagnetism
2.2.1 Energy balance

In this Section, we follow [[11], [10] and [21].



2.2 Physics of micromagnetism

2.2.2 Total energy

The total energy of a magnetic system can be described using the micromagnetic

theory framework as [22]:

Eipt =Eex +Eq+Eg+ E, + Egps + Epy (2.1)

The first three terms: the exchange (E.,), anisotropy (E,;) and dipolar (E;) energy
are always present. The Zeeman energy contribution comes from the application of
an external magnetic field on a ferromagnet, and the last two terms result from stress

and magnetorestriction.

2.2.3 Exchange energy

Exchange energy is a quantum mechanical effect that arises from the tendency of
ferromagnetic materials to align their magnetization in a single direction, known as
spontaneous magnetization. Any deviation from this alignment incurs an energy cost,

as described by the following equation:

Eox = / A(Vey)*d’r (2.2)

where ey = M(r)/M; is the unit vector along the local direction of the magnetization,
and A is the exchange stiffness. This constant, approximately givenby A « JS?Z,./aq,
is proportional to the exchange constant J and the number of atoms per unit cell, Z,,

with ag being the lattice parameter.

The expression is derived from the classical Heisenberg Hamiltonian for two neigh-
boring classical spins, S; and §;, which models the exchange interaction between
indistinguishable particles. Thus, exchange is fundamentally a short-range phe-

nomenon.

It is described using the spin operators as:
1
Ep = ) Zfijsi -,
ij

where Ey is the Heisenberg Hamiltonian, and it is minimized when spins align in
parallel (S; || S;). The so-called exchange integral J leads to ferromagnetism when

positive, and to antiferromagnetism when negative.

4



2.2 Physics of micromagnetism

2.2.4 Anisotropy energy

Magnetocrystalline anisotropy arises from spin-orbit coupling. Depending on the
crystal structure of the ferromagnet, it is often energetically favorable for the mag-
netization to align along one or more specific axes. The ferromagnet reaches a local

energy minimum when its magnetization is aligned along the easy axis.
EM) = E(-M) (2.3)

In the simplest case, where the specimen displays uniaxial anisotropy, the energy can

be reduced to the following expression:

Ea:/Klsinz(e)d3r+/Kzsin4(0)d3r (2.4)

where O is the angle between the easy axis and the actual magnetization direction, and
K and K, are the first and second order anisotropy constants, respectively, which can
be experimentally determined. These constants are temperature-dependent, and thus,

higher-order terms are usually neglected, as they are only relevant at low temperatures.

It is important to note that any other forms of anisotropy are not considered in this

energy term, such as shape anisotropy or surface-induced anisotropies.

Dipolar energy is the energy resulting from dipole-dipole interactions between the
magnetic moments. This energy tends to favor arrangements where the dipole mo-
ments are aligned in a way that reduces the long-range magnetic interactions. Typi-
cally its effect is visible in the formation of domains and domain walls in the material.
The energy evolves as a consequence of externally applied field, or in the case of the
absence of the field, on the previous magnetic field direction and value applied.

Since B = yup(M+H) and V- B =0, then V-H,; =-V-M, where H, is the demagnetizing
field.

The energy related to the stray field is:

1

Eq=—-3 / woHy - Md*r (2.5)

The factor of 1/2 arises from the reciprocity principle, as the magnetic field is gener-
ated by the spins within the material. Due to the long-range nature of this interaction,
it leads to significant effects like shape anisotropy. In non-spherical particles, the

demagnetizing field varies in different directions, resulting in one or more easy axes.

5



2.2 Physics of micromagnetism

As an approximation, the demagnetization energy can be expressed as:

E = —%NMSV (2.6)

The demagnetizing factor, which varies based on the geometry of the system, is a
critical determinant of the overall anisotropy in ferromagnetic materials. The contri-
bution of demagnetization energy is particularly relevant in numerous applications.
Magnetocrystalline anisotropy, for instance, underlies the distinction between mag-
netically hard and soft materials. Materials with high magnetocrystalline anisotropy
are typically more resistant to demagnetization and are commonly classified as hard
magnetic materials, a necessary characteristic in applications such as permanent mag-
nets. Conversely, soft magnetic materials, or superparamagnetic materials that exhibit
no magnetization in the absence of an external field, are of particular importance in

biomedical applications.

Thus, magnetocrystalline and shape anisotropy play pivotal roles in the design of
ferromagnetic materials with tailored properties. Each form of anisotropy provides a
degree of control that can be exploited to engineer specific magnetic configurations

for various technological purposes.

2.2.5 External energy and stress contributions

Among the other energy terms, Zeeman energy (E) is used to describe the interaction
between the ferromagnet and the externally applied magnetic field. It can be expressed

as:

E =- / poH,y - Mdr 2.7)

If there is an external stress o applied to the sample, it can give rise to another energy
term (Eg,):

Egr = — Z Oyj€ij (2.8)
i,j

€;j 1s the magnetoelastic strain tensor. Correspondingly, local stress can cause mag-

netorestriction in the material. The relevant energy (E,,5) is defined as:

Ems = %/(PG—E) tC- (pe_f)d3r (29)
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2.3 Physics of quantum devices

where p. is the deviation from the magnetorestrictive state, € is the strain in the freely

deformed state and c is the elastic tensor [[11]].

2.3 Physics of quantum devices

In this section, we follow [23} [24]].

2.3.1 Zeeman splitting

Electron spin qubit is a foundational representation of a qubit. Qubit has quantum
mechanical spins states which split due to the Zeeman interaction once a magnetic
field is applied. In the presence of a magnetic field, the states split to up and down,

and their splitting is defined as the Zeeman splitting: [23} 25]

AE = hf = gupB (2.10)

where g is the electron g-factor, up is the Boltzmann constant, and B is the magnetic
field.

2.3.2 The notation of a qubit

We can define the qubit state based on the physical qubit states. When an electron is
in a state up |T) or down || ), the qubit state is in a state | 1) or |0). These definite states
are defined in information theory and they are classical states. The lowest energy
state in a physical qubit corresponds to a 0 while the highest energy state in a physical
qubit corresponds to 1. These states can also be in a superposition state. In a physical

qubit, this can be a superposition of spin up and spin down:

) =all)+BI) (2.11)

In a qubit, its equivalent is a superposition of 1 and 0:
) = a|1) +B10) (2.12)

2.3.3 Phase of a qubit

Over time, the spin up state will acquire a phase relative to spin down state defined
by the magnetic field (see eq{2.10). The frequency which defines this phase is called

the Larmour frequency. Hence, once a qubit is in a superposition state, the phase is

7



2.3 Physics of quantum devices

accumulating with time. The phase is a significant parameter in understanding qubit
devices. When a quantum algorithm is applied, and an operation is performed, we
need to be able to track the phase with high precision to ensure high-fidelity operation.
Inherently, there are experimental drawbacks that can lead to a phase delay which
causes the loss of phase information. Some examples of phase loss causes can be
imprecision of the oscillator clock in the equipment or environmental noise. This
noise can come from the qubit device or it can come from the outside environment.
For example, magnet which is used to create a magnetic field can fluctuate over time
and create changes in the Larmour frequency, resulting in a phase that fluctuates over

time.

Qubit control is achieved by applying time-dependent microwave pulses to drive a
transition between the qubit states, performing a rotation on the spin state (e.g., a
n/2-pulse for Hadamard, or a w-pulse for spin flip). This pulse sequence manipulates
the qubit state by inducing an accumulated phase during the operation time. The
maximum duration for which the qubit can remain in a superposition state and retain
this phase information before losing it to environmental interactions is defined by
the coherence time (7>). For any reliable operation, the gate time must be much
shorter than 7;. The operational quality of the control pulse sequence its reliability
is separately quantified by the Gate Fidelity (F), a figure of merit that measures how

accurately the executed operation matches the ideal quantum gate.

2.3.4 Electron confinement

The first requirement for realizing a solid-state spin qubit is the creation of a highly
localized potential well to confine a single electron. This is achieved using a material
system, such as the heterostructures Si/SiGe or Ge/SiGe where the precise control
over the material interfaces and band alignments enables the formation of quantum
dots capable of hosting the electron’s charge in one region. By applying a voltage to
the electrostatic gates, one can create a potential well, thereby forming a quantum
dot that traps a single electron. The confinement quantizes the electron orbital

motion. The electron states within this dot form a qubit with up |T) and down ||) states.

Valley splitting:

Within this work, we will be discussing the implementation of nanomagnets for
Si/Si0, devices. In silicon-based systems, the valley splitting plays a fundamental
role. Silicon has a conduction band with six degenerate energy minima, which

we call valleys. These valleys can split into different energy levels when silicon

8



2.3 Physics of quantum devices

is confined in quantum well, especially at the interfaces. The reason is that the
confinement and strain can lift the degeneracy, thereby creating energy branching. If
the energy splitting between the two lowest levels is too small, the electron could
occupy a higher valley state. This is degree of freedom, related to the valley/orbital
splitting, can interfere with the spin state, leading to fast decoherence and poor gate
fidelity. To ensure this is avoided, we need to have a valley splitting much larger that
the thermal energy (AE, >> kpT) and the Zeeman splitting, in order to ensure the

electron is safely confined to the robust ground state.

Spin-orbit interaction (SOI):

Another fundamental effect that takes place in silicon materials is the spin-orbit
coupling (SOI). It is a relativistic effect which couples the electron orbital motion
and its spin. We study this effect because it is the origin of decoherence, which
we explained as a coupling between the spin and environmental charge noise.
Silicon exibits a weak instrinsic SOI, compared to other solid-state material systems,
such as GaAs, leading to long decoherence times. In this work we focus on the
application of magnets for spin rotation, however, in some other cases, one can use
the SOI to perform single-qubit operation, in electron-spin dipole resonance (EDSR)

experiments, as an example.



3 Technical and experimental background

This chapter provides an overview of the experimental techniques and methods used in
the subsequent chapters. We begin by introducing the technique used for developing
nanomagnets: Focused-Electron-Beam-Induced Deposition, and explain its basic
working principle in detail. The application of Scanning NV magnetometry for
characterizing the magnetic properties of the nanomagnets will be explored in later
chapters, while here, we outline the underlying physical principles that enable its
diverse uses. Finally, we conclude with a description of the characterization setups

employed in the measurements.

3.1 Focused-electron-beam-induced deposition (FEBID)
3.1.1  Fundamental principle

Focused-electron-beam-induced deposition is a lithography technique that allows the
definition of patterns on a substrate using electron beams [26, 27]. In this thesis, we
employ FEBID to fabricate magnetic nanostructures, with a particular emphasis on
cobalt-based nanostructures. First, a precursor molecule containing cobalt, Co,CHyg,
is introduced inside a chamber pumped to a high vacuum. Irradiating the precursor
molecules adsorbed on the sample surface with an electron beam causes them to
decompose, leaving the nanostructured Co deposits on the exposed areas of the sample
substrate [28]. By directing the beam using a scanning electron microscope, this
technique can be used to, in a single step, pattern Co nanodeposits with high resolution
[29 30]. The schematic of the deposition is shown in Fig[3.1] The technique is
suitable for the definition of patterns in the nanometre or micrometer range [26, |30].
While electron microscopes can achieve remarkable imaging resolution, such as the
59 pm reached in an aberration-corrected TEM using electron ptychography [31]],
this should not be confused with the resolution for direct material deposition. The
resolution of techniques like focused electron beam induced deposition (FEBID) is
governed by factors beyond the electron beam’s spot size, including the properties of
the precursor and the generation of secondary electrons. For this reason, the typical
resolution for depositing cobalt is on the order of tens of nanometers. Our work
utilizes the FEI Helios NanoLab system, which has an imaging resolution of 0.8 nm
at 15kV and 1.5nm at 200V [32].

10



3.1 Focused-electron-beam-induced deposition (FEBID)
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Ficure 3.1 — Illustration of the working principle of FEBID fabrication technique.
First, a precursor molecule containing cobalt, Co,CHg, is introduced inside a chamber
pumped to a high vacuum. Irradiating the precursor molecules adsorbed on the sample
surface with an electron beam causes them to decompose, leaving the nanostructured Co
deposits on the exposed areas of the sample substrate. By directing the beam using a
scanning electron microscope, this technique can be used to, in a single step, pattern Co
nanodeposits with high resolution. [[29]]

3.1.2 Interaction mechanisms

As outlined in [33], we proceed by describing the interaction mechanisms of the
FEBID process. In general, there are three types of interactions that occur during
the deposition: substrate-precursor interaction, electron-substrate interaction, and

electron-precursor interaction.
Substrate-precursor

Substrate-precursor molecules are characterised by the interactions of: diffusion,
adsorption, and desorption. Adsorption of the precursor molecule can occur as
chemisorption or physisorption depending on the combination of precursor molecule
type, substrate material, and temperature. Further, the time the precursor molecule
resides on the substrate affects the dissociation mechanisms, where a longer residence
time TIII gives a higher probability of dissociation by the incoming or emitted electrons.
The exact state of the surface and the vacuum are typically unknown when the
deposition starts because FEBID is typically performed in pressure ranges that are
below UHV. Once the deposition starts, the interaction transitions from precursor-

surface to electron-substrate interaction.

I'The residence time is defined as the time a molecule, reversibly adsorbed, spends on a surface
before undergoing chemical reaction or desorption. From [34].
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3.1 Focused-electron-beam-induced deposition (FEBID)

Electron - substrate

We will examine the interactions between the electron beam and the substrate. At
the outset of the FEBID experiment, a beam of primary electrons (PEs) is focused
onto a clean substrate. In a simplified view, these PEs collide with the solid material,
causing them to deviate from their original path. When an inelastic collision occurs,
a portion of the PEs initial energy is transferred to other electrons within the solid,
which then interact with the material and scatter. The electrons generated in this way
are categorized as secondary electrons (SEs) if their energy upon exiting the substrate
is less than 50 eV, or as backscattered electrons (BSEs) if their energy exceeds 50
eV. The distance these electrons travel between collisions (mean free path) depends
on their energy. Due to the numerous collisions, a volume of scattering events forms
within the solid beneath the irradiated spot, often described as ”onion-shaped”. The
shape and size of this volume are determined by the energy of the PEs and the nature of
the substrate. From this volume, SEs and BSEs can escape the substrate and enter the
vacuum, creating an energy spectrum and a spatial distribution of emitted electrons
on the surface around the irradiated spot [33]. Monte Carlo simulations have been
developed to model this process [35, 36, 37, 38|]. Precursor molecule dissociation
can occur whenever an electron crosses the interface between the substrate and the
vacuum. The situation is further complicated by the fact that both the shape and
composition of the target often change during the FEBID experiment. For example,
in beam-induced deposition, a pillar may grow, causing the electron scattering volume
to become increasingly confined to the pillar as it extends. Additionally, electrons,
such as forward scattered electrons (FSEs), can repeatedly cross the target-vacuum
interface. This electron scattering leads to a continuous energy transfer from the
primary electrons (PEs) to the substrate or the growing structure, potentially resulting
in e-beam-induced heating. Moreover, if the target is electrically non-conductive,
a disparity between the incoming PEs and outgoing secondary electrons (SEs) and

backscattered electrons (BSEs) can cause the sample to charge.
Electron - precursor

Finally, there is the interaction between electrons and precursor molecules, with
dissociation being the most critical process for this discussion. E-beam-stimulated
desorption can also occur. The probability of an electron breaking a bond in a pre-
cursor molecule depends on the electron energy and is typically represented by a
cross-section (o (E), measured in ¢cm?). A larger cross-section indicates a higher
probability of bond breakage. However, determining the cross section for dissociat-

ing adsorbed molecules is complex, as it depends on various factors, including the
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3.1 Focused-electron-beam-induced deposition (FEBID)

bond energy within the molecule and the surrounding environment. Several studies
have shown that secondary electrons (low-energy electrons) are the most significant
contributors to the deposition process. Nevertheless, higher energy electrons can also
contribute to the growth, for instance, by dissociative ionization. The studies of these
mechanisms are continuously ongoing and at the moment no definite conclusions
can be made. Moreover, along with influencing the growth rates, the dissociation
processes can influence the composition of the deposit. In the ideal case, all carrier
groups desorb and only the target material, in our case, Co for precursor molecule
Co2(CO)g would remain in the deposit. However, as shown by TEM later in the thesis,
and by numerous studies, this is not the case. If we consider all these effects, it is to
be concluded that there are many factors involved in the deposition process. Several
factors come into play, including the electron flux, the energy spectrum of electrons
crossing the substrate-vacuum interface, the spatial distribution of electron scattering
in the irradiated target, and the cross-section of the precursor as a function of electron
energy. Additional considerations include the precursor’s adsorption behavior (ph-
ysisorption or chemisorption), its residence time on the substrate, electron-stimulated
desorption, e-beam induced heating, gas flux, the orientation of the precursor source
with respect to the deposition spot, the geometry of the deposit or the surface, available
chemical reaction pathways, background pressure and composition, and the thermal
and electrical conductance of the substrate and the deposit. All of these factors act
simultaneously, in and around the irradiated area. These factors are interconnected,
and because the shape changes during the deposition, their mutual dependence is also
dynamic. Moreover, since most of the deposition occurs under pressures that are
not UHV, a lot of the parameters are unknown and/or uncontrolled. Therefore, the
interplay of all these factors can result in unexpected phenomena, or behavior that

isn’t fully consistent with the existing studies [33].

3.1.3 Theoretical model

Following the explanation of the process as described in eqJ3.1.2] we can observe a
simple model suggested by Scheuer et al. [39]. It is to be noted, that the complexity
of the process goes beyond this model since not all the parameters can be considered

theoretically before the experiment.

We define the precursor molecule coverage N (cm™2), which depends on the number
of molecules that get adsorbed from the gas phase, the number of molecules that

are decomposed by the e-beam, and the number of molecules that desorb to the gas
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phase. It follows:

dN N N
— —gF|1-—]|-0(E)NJ-— 3.1
=8 ( NJ o(E) - (3.1

where g is the sticking factor, F(cm~2s~!) the gas flux arriving at the substrate, and
No(cm™?) the available adsorption site density in a monolayer, J (electrons s~ cm=2)
the current density, and 7(s) the residence time of precursor molecules on the surface.
We consider the following simplifications: for o-(E), its value is unknown and we
will consider its integral value o-. Further, in reality, the current density J is a sum of
three components; Jpg, Jpse and Jgg, which are the primary electron, backscattered
electron, and secondary electron current densities, respectively. Since Jpsg and Jsg

are typically not measured during experiments, we assume that J = Jpg.

In steady-state, the coverage N is reached when dd%] = 0, from where:
gF
NZN%EfﬁL—J (3.2)
No +o0J+ b
If we define the growth rate R(cms™!) as:
R =ViotecuteNo J, (3.3)

where Vmolecule(cm3) is the volume of the deposited molecule, when substituting

eq[3.3]in eq[3.2] it follows:

(%)0’]

R = VmoleculeNO (34)

(%+0'J+%)

3.1.4 Growth parameters

The main parameters that govern the writing process are the primary energy beam
voltage V.. (acceleration voltage), the beam current /, the time for which the beam
is kept constant on a particular point on the surface, the dwell time #4,,.;, the distance
between neighboring dwell points, the pitch p, and the number of loops for which
the writing pattern is repeated, n; (see Fig[3.1I). Other relevant parameters are the
beam pattern, or the geometry of the writing path, i.e. serpentine, spiral, or zig-zag,
as the most commonly used, and the replenishment time, which is the period between

consecutive writing loops for which the writing is paused ¢, [40]].
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Following the method described in [33|] we. continue the discussion from Section
More insight into the deposition process is given when we look into two
simplified cases. For simplicity, we neglect desorption in eq[3.4] assuming 7>>1.

From there, two regimes can be defined, from where eq is reduced to:

F
g_ > 0J, R = Violecute NooJ (3.5)
No
and: e
g_ <oJ,R= VmoleculegF (3.6)
No

From eq[3.5] the growth rate is limited by the current density, and it is independent
of the gas flux. This case is defined as the electron-limited regime. In the eq3.6
the growth rate is determined by the number of molecules arriving at the irradiated
area and it is independent of the current density. This regime is referred to as
the precursor-limited regime. The growth rate is frequently studied in the literature
because it indicates the rate of the contamination growth in an electron optical system,
to find suitable conditions for practical applications, or for the fundamental studies
of the deposition process. It can also be noted that in the literature, some parameters
indicate the growth rate, e.g. some authors report Vi posis (nm?), some R(nms™'), and
the deposit height #(nm). The measurements of these parameters can be explained

with the following relations:

Vdeposit = thwellAdeposita (37)
h = Rtgyel, (3.3
I= -]Abeam’ (39)
O = Itpeam, (3.10)

with 74,617 (s) the dwell time, A4, posi,(cmz) is the area of the e-beam.

All these ways of representing the data are correct, however, they complicate one-to-
one comparison of different data sets. In addition, different electron-optical systems
alter the beam diameter when the current /, is adjusted. A change in dp.q;, can affect
the growth rate because dye.posi; changes as correspondingly to the diameter. When
Vdeposir 18 held constant and dge.posir increases, R decreases. However, quite often
in the research literature, dgeposir OF dpeam are not measured or reported, making
it difficult to accurately interpret R or h. To circumvent this issue in cases where

only I is reported, we focus on measurements of V.5 as a function of 1. This
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complication does not arise for measurements where 4 is reported as a function of J,

as both parameters are normalized per area.

Notably, the two different regimes can have a significant impact on the growth rate and
deposit height. If we observe the regimes in more detail, we note that for low current
densities, f\,—F oc J, making 4 linearly dependent on J. At higher current densities, }g\,—F

0 0
saturates and becomes independent of J. If we substitute Vg, o5 With i, we observe

similar behavior, unless 7 is scaled by d e posir-

On the other hand, we can write & as a function of /, where this can be done in two
ways. If we vary J (or I), and keep 74, constant, or we vary tg4,.;; and keep 1
constant (from eq[3.9). In the first approach, the behavior is the same as explained
for the case where we increase the current density and measure 4. In the second
approach, the electron-limited and the precursor-limited regimes are distinguished by
their slope [33]].

Another way to represent the deposit growth behavior is by plotting £ as a function of
tawen; for a constant /. This plot essentially displays the same data as for the second
approach, where we vary t4,,.;; and keep I constant and both can be derived from
the same experiment. The key difference is that the time scale is explicity shown.
Similarly to the plot where A is varied against Q, the two regimes are not easily

distinguishable, because they are again characterized only by different slopes [33]].

Measuring the amount of material deposited under various growth conditions enables
the determination of growth efficiency, which can be defined as the increase in /& per
primary electron (nm/electron). Based on the definitions of the two regimes, it is
evident that growth efficiency is highest in the electron-limited regime and lowest in

the precursor-limited regime.

3.1.5 Temperature dependence

The simplifications of the theoretical model are no longer applicable when desorption
effects cannot be ignored. This situation arises, for example, when temperature
variations are used to study their impact on the growth rate, deposit composition, or
conductivity, or when the temperature is not constant during the deposition process.
In such cases, temperature affects the residence time of molecules on the substrate.
The dependence of the temperature to the residence time of the molecule can be

expressed by:

(3.11)

T = Eexp(
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where ¢ is the vibrational frequency of an adsorbed molecule (s7'), Eg; is the
desorption energy (J), and k is the Boltzmann constant (m?kgs™2K~!), and T is the

temperature (K).

Quantifying the impact of temperature on the growth rate is not straightforward. While
it 1s still possible to encounter scenarios where growth is either electron-limited or
precursor-limited, the conditions that lead to these regimes become more difficult to
predict [33]].

3.1.6 Substrate heating

Substrate heating is one common way to improve the conductivity of the deposit.
If the substrate temperature is in the order of the precursor thermal decomposition
temperature, it can lead to thermally-induced dissociation simultaneously with the
electron-induced dissociation. However, the effect of heating can be a lower ver-
tical growth rate, caused by the shorter residence times of the adsorbed precursor
molecules. On the other hand, changes in the lateral growth will occur only if the

temperature increase has caused a change in the growth regime [33]].

An interesting project on 3D nanopillars has shown that depositions at cryogenic
temperatures result in increased growth rates. In this study, a Peltier cooler was
mounted on the stage, and growth rates were measured across different primary
voltages [41} 142, 43].

3.1.7 Post-growth purification methods

One major drawback of the FEBID process is the high amount of carbon impurities that
originate from incomplete dissociated precursor molecules or non-volatile fragments
[44]]. As the share of carbon in the overall structure content can significantly change
the nature of the material, and thereby impact the intended functionality, a number of

post-growth purification methods have been explored [45].

Annealing under UHV conditions at temperature of 600 °C is one of the common
methods that allows purifying the material [46]. The carbon atoms inside the structure
graphitize and the conductivity of the metallic element can increase. It is to be noted
that not every annealing process will result in an improvement of the conductivity.
In some cases, the carbon matrix can oxidize and dissappear, leaving the oxidized
metal grains. A common situation is also the diffusion of substrate material into the

deposit, and the deformation of the structure [[17, 45].
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Another method is postdeposition irradiation, that is, exposure of the deposit with a
high current after the precursor supply has stopped. One of the possible effects of
irradiation is graphitization of carbon deposits, and it can change the morphology
of the sample from smooth to rough through induced heating. As a result, deposit

conductivity increases, and the shape of the deposit can be smoothened [33].
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3.2 Scanning NV magnetometry

Scanning nitrogen-vacancy magnetometry (SNVM) is a technique that uses properties
of an NV center to measure magnetic fields with remarkable sensitivity [47,48,49]. A
nitrogen-vacancy (NV) center is a type of point defect in a diamond lattice, where two
neighboring carbon atoms are replaced by a nitrogen atom and a vacancy, respectively.
This defect forms four covalent bonds with the neighboring carbon atoms, thereby
leaving one electron from the nitrogen atom unpaired. This configuration results in a
system of spin 1/2, also known as NV°. The NV configuration changes the energy
distribution within the diamond bandstructure, allowing the NV center to capture an
additional electron from the conduction band (CB) [50]. This forms a negatively
charged NV~ complex, that is the essence of diverse capabilities of SNVM [48] 51]].

3.2.1 Electronic and optical properties of the NV center

Inside the diamond bandgap 5.5 eV wide, a ground state |g), a shelving state |s), and
an excited state |e) are settled. When there is no external field applied, the ground
state |g) splits into |my = 0) and |m; = +1). Because the atoms are tightly confined
in a non-cubic lattice, there is spin-spin interaction between the electron and the
NV center, which is evident as the separation between these two ground states, also
known as zero-field-splitting (ZFS), Dg = 2.87 GHz. The excited state splits into
two distinct states due to spin-orbit coupling, with a separation denoted as Dg. The
shelving state |s) arises from the intrinsic electronic configuration of the NV center
[51} 48]

When the NV center is illuminated by a green laser (4 = 515 nm), electrons decay via
two spin-conserving pathways, and the emitted fluorescent photons from this decay
are collected by an APD camera (see Section[3.3.2). Each NV spin state in the orbital
ground state can optically transition to the excited state. This direct optical excitation
preserves the spin during the transitions. Additionally, electrons in the excited state
with my = +1 have a probability of 50% under typical conditions of decaying non-
radiatively via the shelving state |s), eventually ending up in the orbital ground state

mg = 0.

The combination of these mechanisms means that the spin state can be continuously
initialized by optically pumping the NV center into the orbital ground state. This
process typically lasts a few microseconds and results in 95% fidelity in transferring
the spin population to the ground state. Secondly, one can also read-out the NV

spin-state by monitoring the fluorescence rate. If initial state was mg = +1, the NV
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center will decay into the singlet state and appear “dark”. If the initial state was
mg = 0, the NV will continuously emit photons, which will be recorded as “bright”.
Additionally, the spin-state in the ground state can be manipulated using a microwave

signal resonant with the |0) « |+1) transition [51].

3.2.2 Continuous Wave (CW) - Optically detected magnetic resonance
(ODMR)

In the most basic picture, we can observe the optically detected Electron Spin Reso-
nance (ESR) by probing the energy levels of the diamond with a microwave radiation
source (e.g. copper antenna). While sweeping the frequencies corresponding to
the diamond bandgap, we collect the fluorescence spectrum. This optically detected
magnetic resonance spectrum consists of regions where the microwave frequency
coincides to energy level NV spin being in the orbital ground state (m; = 0), and the
energy levels where the NV spin has transitioned into the excited state (my; = +1). In
this case, when we continuously excite the population optically, the outcome of the
transition process between the energy levels depends on both the optical laser power
and the microwave radiation power. The resonance peak will split into two peaks
shifted by A in the presence of an external magnetic field. The smallest magnetic

field detectable is limited by the shot noise in the setup:

4 h AW
3V3 8etB C.y VR

New (3.12)

From equation [3.12] the prefactor comes from choosing the steepest point on the

Lorentzian resonance fitting curve, & is the Planck’s constant, g, is the electron

gyromagnetic ratio, and pp is the Boltzmann constant, A is the linewidth, C,,, is the

Nph
t 2

where N, is the number of photons, and ¢ is the time interval over which the photons

contrast, and R is the photon detection rate. For shot noise, it is valid that R =

are measured. The amount of shot noise in the setup depends on the environment and
the current conditions during the measurement. We also observe that the integration
time has a significant impact on the sensitivity, thereby enabling more sensitive
measurements for longer integration times. Of course, this is practically limited by
the time available for one measurement run. Further, the linewidth A is inversely
proportional to the dephasing time of the NV center 75. Typically, this time can be
anywhere in the range 1 ps to 50 ps. It is dependent on the specific type of diamond

family, and it can be directly deduced from pre-characterizing the diamond tip.

This technique is frequently used in investigation of static magnetic fields of samples
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(for frequencies below 10kHz), showing its best advantage when measuring stray
fields in the range of 1 pT < |B| < 5mT.[51, 48]

3.2.3 Pulsed-ODMR

The pulsed-ODMR technique is a commonly used DC method that allows measure-
ments constrained by the 77 of the NV center. In a typical pulsed-ODMR sequence,
the NV~ spin state is first optically initialized to m; = O state. After the initialization,
the laser is turned off, a microwave pulse of duration 7, is applied, where 7, = 7
represents the time window set for the measurement. After the microwave pulse, the
laser is turned back on, and the spin population is optically read out. Any change in
the magnetic field will shift the spin resonance relative to the microwave frequency,
leading to an incomplete 7 pulse and a change in the population transferred to the

mg = =1 state before optical readout.

In this scheme, the average number of collected photons is reduced by the readout
duty cycle, given by tg/(t; + T} + tg). Here tg is the readout time, and #; is the
initialization time. If we define N,, = Rtg as the number of photons collected per
optical readout cycle (as defined in Section and after replacing C,,, with the
pulsed ODMR contract C,;s.4, the pulsed ODMR sensitivity yields:

h \/l1+T2*+lR

8
3\/§ ge/lBCpulsed‘\/Nph T;

Npulsed = (3.13)

where 7 is the reduced Planck’s constant. The pulsed-ODMR technique, therefore,
has a higher sensitivity compared to the CW-technique, and it is therefore used for
measuring samples that have a very small magnetic field signal, as well as for studying
the dynamics of the system, such as spin relaxation (7}) or coherence time (75). This
type of time-resolved data can be particularly useful when studying the interaction
of the system with its environment as will be shown separately in Section [3.2.6 and
The pulsed-ODMR technique, therefore, offers higher sensitivity compared to
the CW technique and is particularly useful for measuring samples with very weak

magnetic field signals [48]].

3.2.4 Measuring magnetic fields with the NV center

The susceptibility of the NV center’s ground state |g) to a wide range of external
parameters, including magnetic and electric fields, pressure, and temperature, en-

hances its applicability in multiple sensing domains. In other research papers, many
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interesting details about its versatility can be discovered [52, 53, 54||; however, for
the purpose of this work, we will concentrate solely on the impact of an external

magnetic field.

The NV center interacts with the magnetic field, which is described by the following

Hamiltonian:
8HUB

Hin/h = = =(BS) = ynvB - 81 (3.14)
where g, = 2.003 is the NV electronic Landé factor, up is the Bohr magneton, 4
is Planck’s constant, ST = (S, Sy, S;) is the dimensionless electronic spin-1 oper-
ator, and yyy =~ 27 MHz/mT is the gyromagnetic ratio of the NV center. Here, z
corresponds to the quantization axis. Applying a finite static field B results in the
splitting of the energy levels |+1) and |—1), which is known as the Zeeman effect.
In the Zeeman splitting we observe lifting of the degeneracy of the |+1) and |—1)
spin states and an increase in splitting A between the resonance frequencies as the

external field B increases.

From equation [3.14] we can derive the equation that we will employ for further

quantitative analysis of the amplitude of the magnetic fields:

28,
A9 =28 h”B B. = 2ynvB. (3.15)

In some cases, the analysis becomes more complex; for these specific situations, we
refer to the literature |51, 48]].

3.2.5 Imaging modalities

For the purpose of this work, we are interested to acquire quantitative and qualitative
information about the magnetic field, the topography and the magnetic noise of
the samples we are investigating. The commercial system we use has implemented
features that allow us to perform a scan and observe directly the images which contain
the information of interest. From now on, we are always referring to the points of
information to have a spatial size of pixel by pixel, where we define the pixel size
by selecting the size of the image and the number of points. Working with imaging
modalities that have been previously implemented requires knowledge of the user
about the capabilities of each modality, the sample being measured, and the type of
data which is of interest. Within this subsection, we will provide a brief introduction

of all the modalities which have been used in this study for acquiring magnetic field
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and topography data. In Section we will describe the T1 relaxometry method,

used to acquire the information about the magnetic noise on the sample.

Quenching mode The quenching mode is based on the fundamental contrasting
mechanism of NV magnetometry. The working principle is scanning with the NV
tip over the sample while continuously exciting the NV center with a green laser,
simultaneously followed by the acquisition of the fluorescence decays (red light) via
the photodiode camera. The resulting number of the fluorescent photons is determined
by the local magnetic structure of the sample. The local magnetic field is defined
by its magnitude and direction, both of which can vary based on the magnetic field
sources present in the sample. The final image answers the question: how does
the magnetic field vary across the structure of the sample when projected to the NV
quantization axis? We can choose the tip direction, such that this information is even
more pronounced in the final image. However, for this purpose, one must know the
expected direction of the magnetic field of the sample, and choose a tip which aligns
with that direction. More commonly, we are looking into a sample with unknown
stray magnetic field. In this case, we can conclude about the direction of the magnetic
field based on the final image and the tip we used for the scanning. In the regions
where the fluorescence is very low (dark), we lose the information about the strength
of the field but we know the magnetic field direction is perpendicular to the NV
quantization axis. In the region where the fluorescence is very high (bright), we can
obtain more detailed overview of the magnitude of the magnetic field by using some

of the following methods.

Full-B To answer a more frequent question: what is the magnitude of the magnetic
field at a distance 7 = dyy above a given point P = (x,, y,) of the sample?, we
adopt the Full-B method. For each pixel, a full ODMR spectrum is recorded, and
the value of the resonance frequency is automatically extracted. The resulting image
contains data showing the magnetic field value calculated via equation for a
spatial map with a defined number of pixels N in;s. To perform the calculation, the
ODMR spectrum is fitted with the Lorentzian. It is worth noting that the Lorentzian
fitting might contain “meaningless” data points in some cases. If the resonance peak
exits the frequency window it will give an unfeasible value. This effect is visible
in the final images as a spurious point, which is a clear outlier in the data. This
measurement method typically requires a couple of hours, and for larger pixel maps,

a longer overnight scan.

Iso-B The iso-B (or iso-field) method is a highly efficient technique for measuring

small variations in the magnetic field (AB) around a known, stable bias field (By) using
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the NV center, thus optimizing measurement time. The method starts by measuring
the ODMR resonance curve (fluorescence intensity / versus microwave frequency
vMmw) to determine the optimal operating point. For measurement, the microwave
frequency is set to a fixed value vyw that corresponds to the steepest slope of the
ODMR curve. The sensor’s sensitivity is maximized at this point, where a small
change in the magnetic field (AB) causes a corresponding shift in the NV’s electron
spin resonance frequency (Aves). This frequency shift is converted directly into a
large, highly sensitive, and measurable change in the fluorescence intensity (Al). By
monitoring A/, the technique allows one to rapidly and sensitively track AB without
needing to continuously sweep the microwave frequency, thereby maximizing the

magnetic field sensitivity of the sensor.
Dual Iso-B

The Dual Iso-T1 technique is a differential sensing method based on the NV center’s
spin relaxation time, T;. This technique exploits the fact that the T time exhibits
sharp minima when the external magnetic field B aligns the NV spin level splittings

with the Larmor frequency of surrounding spin baths.

To measure small variations in the local magnetic field B of the sample, we select
two magnetic field values, B; and B,, which are known as iso-sensitive points.
These points are chosen symmetrically around the T{ minimum (B,;,) such that the

unperturbed T times are initially equal (T (B;) = T(B>)).

The technique measures the NV fluorescence (PL) after a fixed T evolution time
7 at both By and B,, and then calculates the difference APL = PL; — PL,. The
primary benefit is that this differential measurement cancels common-mode noise
and instrumental drift (e.g., laser power fluctuations) which affect both fields equally.
This significantly enhances the signal-to-noise ratio and provides a highly sensitive,

linear output for small changes in the local field ABy,

3.2.6 T relaxometry

The principle of the measurement is illustrated on Fig[3.2] The NV center is modelled

as a closed two-level system with its corresponding ground states with spin levels

ms=0 and my==1. By continuously shining the NV center with a laser, we initialize

the spin population, and after giving the system time to evolve, we collect the photo-

luminescence. There are two competing mechanisms that influence the distribution
1

of the spin population: the spin relaxation rate [’} = T and optically-induced spin
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polarization in the m =0 level where the photoluminescence depends on the excitation

power, and the related rate is I'),.

_jm, =1 DARK
I fo=2.87 GHz
~ p
NV spin U~ ~
RN ‘nqs =0> BRIGHT

Ficure 3.2 — Principle of 7| relaxometry of an NV center in diamond.

T, relaxometry is a technique used to measure the longitudinal relaxation time (77) of spins
in a magnetic field. This method provides insight into the dynamics of spin-lattice
interactions, allowing for the characterization of material properties. The process involves
applying a radiofrequency (RF) pulse to disturb the equilibrium state of the spins, followed
by monitoring their return to equilibrium over time. The resulting 7 values can indicate the
presence of specific environments and interactions within the sample. [|55}56]

Depending on the excitation power, the photoluminescence evolves differently with
the evolution time. We here consider the case where I'| <I',,, which leads to efficient
initialization of the spin population in the m =0 and leads to a high photoluminescence
signal. In case the magnetic noise increases the spin relaxation rate, such that
I't ~ T'), the NV spin polarization mechanism is disturbed, resulting in a reduced
photoluminescence intensity. Thus, one can directly measure the impact of the

magnetic noise by measuring the photoluminescence [55].

3.2.7 T; and Iso-T; measurement techniques

In the measurement scheme as depicted in Fig[3.3] we follow the flow of the exper-
iment with time 7. The measurement starts by sending a pulse of a certain duration
we call #;45¢r, after we don’t send any pulses for a time 7. This time is often referred
to as the evolution time because it is the time duration for which the system is no
longer perturbed by our measurement but only by the conditions in its environment,
from a starting condition we set. After this time, we measure the photoluminescence
PL; and PL,, in two time windows, at the beginning and at the end of the pulse.
The resulting normalized photoluminescence is given by the ratio P/P;. We repeat
the measurement sequence for increasing evolution times 7y, 72,...Ty and we collect
the normalized PL for each 7y (N=0,1,2...). These points make an exponential curve
which can be fitted with a function e_TLl. The time 77 from the denominator of this

function is called the normalized 77 time. The same reasoning applied to a case when
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we measure the photoluminescence only once at the beginning of the pulse. In this

case it is simply referred to as 77 [51].

wait
PL, PL,
Laser power I I
«—lpy—r— T ——t,—> time

(a)

Photoluminescence

(b)

FiGURE 3.3 — Measurement schemes for 7 relaxation.

(a) Experimental flow of the 7 relaxation measurement, starting with a laser pulse of
duration tpp, followed by an evolution time 7. After the evolution period,
photoluminescence signals PL; in red and PL, in blue are recorded, leading to the
normalized ratio }31 /P>. This sequence is repeated for various 7, resulting in an exponential

decay fitted to e 71 to determine the normalized 77 time. (b) Iso-T; measurement scheme,
where the time between the laser pulse and photoluminescence acquisition is fixed, allowing

for consistent evolution time across the entire scan. The normalized ratio 1’3—2 is calculated

for each point, providing insights into the impact of perturbation under uniform conditions.

Similarly, we can fix the time between the laser pulse and the acquisition of the
photoluminescence. We then collect the photoluminescence at the beginning of the
acquisition pulse and at the end, and for each point of the scan, we measure I};—E. The
advantage of this measurement technique is that we let the system evolve for the same
time for each point, and we can observe the impact of the perturbation on the whole

area in consistent conditions. This measurements is referred to as iso-77.
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3.3 Experimental setups

For the fabrication of Co nanomagnets in this work, we utilized the FEI Helios
Nanolab 650 [32]], an experimental setup located at the Swiss Nanoscience Institute

in Basel. A detailed description of the system components can be found in Section

3.3.11
In Section|3.3.2] we describe a commercial quantum microscope used for the SNVM

magnetic imaging studies presented in this thesis. The measurements reported in this
work were conducted at the Quantum Sensing Laboratory at the University of Basel

and at the facilities of the spin-off company Qnami AG in Muttenz.

3.3.1 FEI Helios Nanolab 650

The FEI Helios Nanolab 650 is an advanced system capable of both focused-electron-
beam and focused-ion-beam deposition. It includes an electron column, an ion
column, and a gas injection system equipped with platinum (Pt), cobalt (Co), carbon
(C), tungsten (W) and SCE (selective chemical etching). The system also includes
a nano-manipulator, an Elstar in-lens secondary electron (TLD-SE) detector, an
Elstar in-lens backscatter electron (TLD-BSE) detector, and an Everhart—Thornley
SE detector (ETD).

Before starting deposition, we check the temperature of the cooling water that dissi-
pates heat from the electron column and the system’s electronics. If the temperature

is below 20 °C, we proceed safely.

For Co, Pt and Au depositions, we place the sample in the chamber and pump for
at least 12h, for achieving the best possible vacuum so that the concentration of
the intended elements is higher. When mounting the sample, it is crucial to ensure
proper grounding. This can be achieved using a sample holder with a top screw or
by applying aluminum tape around the sample’s edge to provide additional discharge
paths for electrons. For nA currents, a grounded sample holder is preferred, while for

PA currents, a carbon tape holder is more suitable.

After mounting the sample, we begin venting the system by pressing the 'V’ button
on the side of the chamber. The sample is inserted using the quick loader, which
minimizes pressure fluctuations inside the deposition chamber when changing the
samples. This method is particularly advantageous when depositing on multiple sub-
strates in one day. For Co, using the quick loader yields similar structural properties,
even if the system is not pumped overnight for subsequent samples. Once the sample

holder is properly positioned on the mechanical rod, we start pumping the system by
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pressing the ”P” button on the side of the chamber. The system will reach a pressure
below 2.5 x 1075 mbar within a few minutes, and the pressure can be monitored from

the software window.

Next, we start setting the electron column. After positioning the stage at the center,
we select the e-beam quadrant in the software and turn on the beam. We adjust
the beam shift and set the desired voltage and beam current values. We check if
the ETD detector is selected, then focus on the highest area of the sample using
a magnification below 5000X. When zooming in on any region of the sample, the
microscope’s Z coordinate will change correspondingly. Finally, we link this height
to the free working distance (FWD).

We continue by aligning the electron column. To properly align the electron col-
umn, we first locate a small particle on the sample surface and focus on it using a
magnification higher than 20000X. The software includes a built-in reduced window
option, which is useful for quickly focusing and identifying very small particles on the
surface. We then adjust the stigmation in the X and Y directions with very controlled
turns of the knob, alternating between them to maintain a good balance based on the
changes we observe in the image. After a few adjustments, it becomes clear how
to further fine-tune the settings to achieve the best resolution. We repeat the same
procedure with the fine focus. Next, we adjust the Source Tilt, the Crossover, and
Lens Alignment. After making these adjustments, we focus once more on the tiny

particles using the fine focus.

Before starting the patterning process, we set the eucentric height. First, we adjust
the stage to a working distance of Z = 4 mm. We then focus and relink the stage’s Z
parameter to the free working distance (FWD). Next, we change the beam current to
13 pA, and align a feature on the sample to the center cross on the screen. We tilt
the column incrementally to 5°, 10°, 15°, 35°, 52°. After reaching 15°, we tilt the
column back to zero and check if the longitudinal shift of the beam is minimized. If

not, we repeat the tilting process.

We then proceed with patterning the structure. We select the pattern type and
dimensions, and adjust other parameters such as dwell time, dose, etc. to each shape.
The software allows for depositing sequences of shapes with specific parameters.
Additionally, any geometry shape can be imported via a bitmap, which the program

can use for deposition.

After setting the geometry and its parameters, we warm up up the GIS cell and open
the gas flow. As the gas is released, we observe the system’s pressure increasing.

This step must be performed carefully, as the pressure must be consistently monitored
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and should never exceed the system’s upper limit of 10 x 107> mbar (set value in
this specific system). After some time, the pressure will stabilize as the gas flow
continues. Once this happens, we fully open the gas cell and allow the pressure to
settle. This point is noted as our pressure flux for depositing the structure. We then
insert the GIS nozzle and begin the patterning process once the cell is fully in. After
the deposition is complete, we retract the GIS nozzle and turn off the gas flow in
the GIS cell. We take a snapshot of the deposit, ensuring we minimize the time
the deposit is exposed to the SEM to reduce carbon incorporation into the sample.
Once the patterning process is finished, we manually reduce the Z distance and start
pumping the system again by pressing "Pump” on the software interface. We remove
the sample stage by using the rod after hearing a click sound in the chamber. Once
the sample is securely in the quick loader, we press ”V” button to vent and remove

the sample with the holder completely from the machine.

3.3.2 Commercial ProteusQ system for SNVM

The system is equipped with an atomic force microscope that has its own software and
can be independently run for quick AFM inspections, particularly useful in the start-
ing phase of measuring a new sample. The scanning magnetometry measurements
are enabled with the laser and the confocal optics which is built in the microscope,
antenna, and a separate microwave delivery unit. The measurement is controlled
through a special interface (LabQ) which connects the microwave delivery unit (Mi-
crowave(Q) and the microscope. The laser and the microwave power are set through
the interface and effectively changed by the microwave unit. Once the measurement
is done, the final image is displayed in the interface and there are options to filter
the image, choose specific points on the image to inquire the ODMR spectrum, etc.
One can change the scan directions through the interface, which interacts back to the

AFM platform that adopts the requests made by the user.

Initially, we check the parameters of the tuning fork to assure the AFM scan is of high
quality. The initialization of the tunning fork is done through the AFM interface. At
the end of the calibration measurement, a Q factor in the range 1000-2000 is expected

to ensure safe operation, where we anticipate high AFM quality.

The diamond tip containing the NV center is mounted on the Akiyama probe, with
the diamond sensor positioned at the very tip of the cantilever. The sensor is optically
aligned with the objective, and then the antenna is positioned close to the sensor for

optimal microwave power delivery. The sample scanner, situated directly below the
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sample holder, allows for manual adjustment of the sample’s position in the x, y, and

z directions via a console window accessible through the AFM interface.

The sample is illuminated by white light coming from the confocal microscope
module, using a high numerical aperture objective lens (0.7). The fiber-coupled
single-photon counting module collects the emitted signal from the diamond sensor.
The data is then processed by the Qudi software and displayed in the LabQ interface

window.

The scanning magnetometry measurements are controlled through a special interface
(LabQ) that has built-in measurement procedures for different target parameters. Full-
ODMR, fluorescence, iso-B, height measurement, frequency shift measurements, etc.
can be run, where some of these measurements run in parallel, for instance, Full-
ODMR and fluorescence, height and frequency shift measurements can be obtained
in separate graphs for a simple and quick data analysis of relevant measurement

parameters.

After locating the area of interest on the sample using AFM, we proceed with per-
forming ODMR in real-time. First, we select the laser and microwave power to
maximize the sensitivity of our measurement, focusing on optimizing parameters for
the specific sample being measured. By selecting two or more points on the scan
where we expect to obtain the highest signal, we can estimate the frequency window

of our measurement based on the observed frequency shifts.

For instance, in samples where the magnetic stray field changes are small, such as
on the order of uT, we benefit from a very sharp resonance peak. This peak can be
enhanced by increasing the microwave power, though it will ultimately be limited by
the specific tip we are using (i.e., AY ~ T). Further improvements are possible by

employing pulsed-ODMR or tritone excitation measurement schemes.

If the shifts are in the order of 100 pT to a few mT, a broader resonance peak might
be more satisfactory. Additionally, the magnetic field direction relative to the NV
quantization axis also affects the amount of fluorescence signal we collect. If we
observe a significant reduction in contrast compared to measurements in air, it may
indicate the presence of strong perpendicular components on the sample. In this case,
we might consider increasing the laser power to maximize the detected fluorescence
signal, though this will be limited by laser saturation. Alternatively, one could
consider magnetizing the sample with the external magnet and choosing a tip with a

quantization axis parallel to the magnetization direction.
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For measurements requiring sample magnetization and for acquiring hysteresis data
of the magnetic material under a varying external field, we need to install the external
magnet in the ProteusQ system. The package set with the external magnet includes
an external Hall sensor used for magnetic field calibration. It is positioned below the
sample, very close to the ends of the leads. The external magnet and Hall sensor are
connected via a USB cable to the controller unit, which is then connected to the PC.
We set the desired value of the magnetic field on the surface of our sample using the
AFM software. This value is sent to the magnet controller, which rotates the magnet
until the Hall sensor senses a value proportional via a calibration factor. The field
can be applied in-plane and out-of-plane, with a limit of 500 mT for the in-plane field
and 150 mT for the vertical field. It is necessary to align the tip and bias field before
starting the measurements, noting that when the magnetic field component parallel
to the NV axis is S0mT or 100 mT, measurements are not possible due to energy

anti-crossings. Beyond 150 mT, all measurements become more robust.
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4 Focused-electron-beam-induced deposition of
cobalt magnets on different substrates

Part of the results from this chapter are published in: Scanning NV magnetometry of
focused-electron-beam-deposited cobalt nanomagnets, ACS Applied Nano Materials
7, 3854-3860 (2024), the rest is described in: Measuring high field gradients of

cobalt nanomagnets in a spin-mechanical setup, arXiv (2025)

Fabricating well-defined geometries on very thin silicon nitride membranes using
Focused-Electron-Beam-Induced Deposition presents a significant challenge [57, 58,
59]. This is primarily due to the high charging effects associated with depositing
on insulating substrates and the complex growth mechanisms on such thin materi-
als. While FEBID has proven effective for depositing cobalt on carbon-based thin
membranes [26], achieving similar results on widely used, industrially compatible
substrates like silicon nitride has not been extensively studied. Gaining control over
FEBID on silicon nitride membranes would open the door to applications in common

solid-state systems and high-Q resonators used in optomechanics.

In this chapter, we explore the challenges and solutions involved in fabricating cobalt
nanowires on both silicon chips and cobalt hemispheres (dots) on thin silicon nitride

membranes.

4.1 Focused-electron-beam-deposition on silicon chips

Within this work, we focused on the design of the part of the spin qubit device which
will provide reliable magnetic gradients for efficient rotation of the spin qubits. For
this purpose, we desire to fabricate cobalt nanomagnets. Cobalt is a ferromagnetic
material, it has a high Curie temperature, it is highly durable and resistant to cor-
rosion [60]. In addition, it is often used in industry and therefore, widely available
[61, 62]. Typically, nanomagnets are patterned using a multi-step procedure, for
instance involving resist-coating, electron-beam lithography, deposition of a thin film
of a magnetic material such as cobalt, and lift-off. High-quality thin films of Co can
be deposited in various ways, including ion beam sputtering, electron-beam evapo-
ration [63], thermal evaporation[|63} 64|, electrolytic deposition [|65]], metal-organic
chemical vapor deposition (MOCVD) [66], molecular beam epitaxy (MBE) [67]], and
pulsed laser deposition (PLD) [68]. Such a multi-step patterning procedure is prone
to introducing misalignment of the lithography masks and incorporation of defects.

Furthermore, such techniques are limited to fabrication of 2D patterns.
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Here, we use FEBID to pattern Co nanomagnets. FEBID is an appealing technique
for the fabrication of nanomagnets due to its single-step nature, and allows for the
fabrication of 3D geometries 69, 70], opening up new ways of engineering magnetic
gradients optimized for spin qubit control [29]]. For example, such 3D patterning
could be used to produce arrays of nanomagnets with identical 2D footprints, but
differing in height profile. Such arrays would be of use in scaling up e.g. spin qubit
devices in a modular approach, where variations in the nanomagnet height profile
can be used to locally vary the spin qubit Zeeman energy and/or magnetic field
gradients, allowing for individual qubit addressability as well as variations in driving
and dephasing strengths across the arrays. Another potential advantage of FEBID to
pattern nanomagnets lies in its direct-write nature. This allows for in-situ fine-tuning
of the shape and magnetic properties, such as coercivity and magnetic anisotropy,
of the deposits. Furthermore, FEBID does not generate impurities in the form of
residual resist, although C and O are typically deposited along with Co. FEBID of Co
has been demostrated as a reliable technique for growing magnetic nanostructures,
reaching Co content of up to ~96 atomic percent of bulk values [69,[71]]. FEBID also
allows for patterning with lateral resolution in the nm range, approaching the intrinsic
limit of the process imposed by the electron beam diameter. For Co nanostructures,
lateral resolutions of below 30 nm have thus far been achieved [30].

To grow the nanomagnets, we used a commercial Thermo Fisher FEI Helios NanoLab
650 (see [3.3.1), equipped with a Coy(CO)g gas injection system. We select the
rectangular pattern before the deposition with X =200nm, Y = 14 pm, Z = 250 nm.
To achieve high Co content and high lateral resolution, we used the following FEBID
parameters: an acceleration voltage V,.. = 10kV, a beam current Ip.q, = 3.2nA,
dwell time #4,.;; = 1 ps, and a precursor flux corresponding to a vacuum chamber

pressure Py, =4 X 10~° mbar.

After the deposition (Figid.T(a)), we proceed and characterize the height of the
nanomagnet using AFM, and the width and length with SEM. The geometry of the
final structure as shown on [.1(b) with dimensions: 230nm width, Y = 14.4um
length, and Z = 130 nm height. To facilitate a sample for further investigation using
a transmission electron microscope and its capabilities for high resolution STEM in
combination with energy dispersive x-ray spectroscopy (EDX) we utilized focused-
beam-induced deposition. Before lamella preparation the sample was covered with
a layer of Pt grown through FEBID and FIBID, to protect the cobalt deposits while
milling the lamella. Thinning and polishing of the lamella was done with an ion
acceleration voltage of 30kV, and currents of 0.24 A and 83 pA respectively, resulting

in a lamella thickness of ~ 65 nm. The reader might be interested in why we haven’t
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Ficure 4.1 — Fabrication of Co nanowires with FEBID.

(a) FEBID deposition of an array of cobalt nanowires, with significant residual cobalt from
initial depositions visible. (b) A single cobalt nanowire, perfectly shaped with pattern
parameters: rectangular pattern dimensions of X = 200nm, ¥ = 14 um, and Z = 250 nm,
demonstrating the precision achievable with FEBID.

chosen to use Focused-Ion-Beam (FIB) milling for fabricating magnets, such as for
shaping the deposit into a desirable geometry or removing the halo region from the
intended deposit. The reason is that with the FIB we introduce an excess amount
of Ga ions into the deposit and on the chip surface, which may increase the noise
and change the magnetic properties of the magnet. Hence, we use it only for lamella
preparation, however, further options can be considered when employing FEBID at

cryogenic temperatures [[72]].

We further investigated the lateral resolution of cobalt nanowires as a function of ac-
celeration voltage during the FEBID process. For this study, nanowires with identical
geometries were deposited while varying the acceleration voltage (see Figl4.2|(a) and
Figld.2(b)). Consistent with previous research [44]], we observed an improvement
in lateral resolution with increasing acceleration voltage, demonstrating that higher
voltages increase the lateral resolution and minimize electron scattering, which con-
tributes to sharper, more defined nanostructures. By fabricating circlular patterns
with varying diameters on a silicon cantilever (see Figld.2[c)-(e)), we demonstrate a
lateral resolution of below 50 nm. The deposition conditions were set at a chamber
pressure of 3 X 10~ mbar, beam current of 100 PA, and an acceleration voltage of 10
kV.
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Fi1cure 4.2 — FEBID resolution and shape tests.

(a) Nanowires with identical dimensions deposited under varying acceleration voltages
(Vacce) show improved lateral resolution with increasing V... (b) Rectangular shapes exhibit
sharper edges at higher V.., with widths in the hundreds of nm. (c)-(e) Tests on circular
shapes with diameters d = [100, 80, 60, 40, 20, 10] nm demonstrate excess material due to
electron scattering during deposition. The deposition conditions were set at a chamber
pressure of 3 x 107 mbar, beam current of 100 pA, and an acceleration voltage of 10 kV.
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4.2 Fabrication of 100 nm circular magnets on high-Q sili-
con nitride membrane

4.2.1 Motivation

Along with the implementation of quantum logic with spin based qubits, nanomag-
nets with precisely defined geometries are of interest in a variety of other applications,
including magnetic resonance microscopy [73, |74], magnetic memories [75], nano-
magnet logic [44]], and, as mediating elements between spins and mechanical degrees
of freedom [76,77,78,[79]]. More recently, there has been a significant effort towards
realizing nuclear MRI [80, 81]]. Nuclear MRI is particularly fascinating because of
its potential for non-invasive imaging with atomic-scale spatial resolution and the
ability to probe nuclear spins in materials. However, despite its potential, achieving
this capability remains a challenge, as it is still limited by the geometry of the setup,
the sensitivity and the measurement protocols [[82]. The Quantum Optomechanics
group from the Niels Bohr Institute in Copenhagen [|83]] has demonstrated the ability
to fabricate SiN phononic membranes with state-of-the-art quality factors, offering
unique advantages for optomechanical experiments [[84]]. In this project, we success-
fully fabricated FEBID Co-nanomagnets on these phononic membranes, paving the

way for coupling the membrane with the NV qubit in the next phase of the study.

membrane
magnet

MW flip chip

confocal
) microscope
interferometer

membrane scanner diamond tip scanner

Ficure 4.3 — Schematic of the experimental setup for demonstrating the coupling
between the phononic membrane and the NV qubit.

The setup includes the FEBID-fabricated Co nanomagnet positioned on the SiN phononic
membrane, with interferometer and MW flip chip used for controlling the NV qubit. The
experimental design allows for real-time monitoring of the interaction between the
mechanical motion of the membrane and the quantum states of the NV qubit, providing
insights into their coupling dynamics.

We observe the experimental setup on Figld.3] It consists of a membrane 3-axis

coarse and fine scanner, a diamond tip 3-axis scanner, confocal microscope with a
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Xy scanning mirror, diamond tip containing a NV center, SiN membrane with a Co
nanomagnet glued to a MW flip chip, and an interferometer to detect the mechanical
motion of the membrane. Active coupling is induced by driving either the NVs spin
with according MW sequences or the membranes motion with a modulated auxiliary
beam colinear with the interferometer. The confocal microscope is used to position
the tip above the magnet. The flip chip on the back side contains a microwave antenna

which delivers the microwave signal for the spin control.

In this section, we turn our attention to the mechanical components of the system
that underpin high sensitivity in spin detection: high-quality (high-Q) phononic
membranes. The fabrication process of the nanomagnets involved the utilization
of various generations of silicon nitride (SiN) membranes. Notably, we employed
the Dahlia and Lotus membranes. These high-Q phononic membranes have been
demonstrated to enhance the sensitivity of spin detection by minimizing thermal
noise and maximizing mechanical quality factors, crucial for advanced quantum
applications [84, 85]]. The selection of these specific membrane types is integral to

achieving the performance required for effective spin manipulation and measurement.

The membranes are soft-clamped and incorporate a phononic crystal design, which
enables the presence of localized bandgap modes. We characterize the membranes by
their quality factor Q and the thermal force noise spectrum, described by the following

equation:

T
St =4mwykg - g (4.1)

A typical value for the thermal force noise Sr,, is approximately 280 aNVHz [86).
The resonance frequencies of the membranes are found to lie within the range of
fo = 1MHz to 1.4 MHz. These characteristics underscore the suitability of these
membranes for applications in high-sensitivity spin detection and quantum mechanics

experiments, as evidenced by previous studies [84, 85].

4.2.2 Deposition on phononic SiN membranes

As mentioned in the previous chapter, a wide variety of techniques are used for the
development of high-quality magnetic films. With FEBID, we are able to grow Co
nanomagnets on Si, and, as will be shown in the following, on SiN membranes.
The substrate plays a role when choosing the fabrication technique for deposition of

magnetic material, e.g. with e-beam evaporation the high beam voltage can destroy
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thin substrates, and multi-step procedures in the clean room increases the chance to

damage delicate properties of very thin silicon nitride membranes.

Silicon nitride (Si3Ny) is an excellent insulating material characterized by high ther-
mal stability and mechanical strength. It is often used in applications requiring
electrical insulation, such as semiconductor devices, where it serves as a protec-
tive layer or a dielectric spacer. Its high resistance to electrical current makes it
an effective insulator for diverse electronic and industrial applications. In the field
of optomechanics, silicon nitride is often used for fabrication of high-Q resonators
because of its low mechanical dissipation properties. It exhibits low intrinsic me-
chanical losses, which allows to maintain a high Q factor even at room temperature
[87]]. In addition, silicon nitride can be fabricated under high tensile stress, which fur-
ther reduces bending and stretching of the membrane, and further reduces the energy
losses during oscillations. Its high elastic modulus ensures the membranes are stiff,
and more immune to external vibrations which decreases the noise influence from the
environment during very precise optomechanics experiments. Its optical properties
are transparency at specific wavelengths in visible and infrared bands, and low optical
absorption, both relevant for optomechanics experiments where interaction of light

and the membrane is involved.

The main challenge of using FEBID on insulators such as silicon nitride is in charge
accumulation that occurs due to the insulating nature of the material. Secondly, this
accumulated charge creates an electric field which can deflect the beam, causing
instabilities in the beam precision and focus. This makes it difficult to precisely
control the deposition process, which leads to poor resolution and deposition of
distorted structures. The charge build-up can also alter the chemical reactions at
the deposition site. This can influence the decomposition process of the precursor
molecule used for the deposition, resulting in altered purity and composition of the
deposited structure. Further, the local electric field of the accumulated charge can
cause further complications and the beam can retract from the deposition point,
causing complications when depositing structures on specific regions of the sample,
which is often the case in most applications. To overcome these issues, various
strategies can be employed, such as placing a conductive tape near the deposition
area, or, if possible, fully coating the substrate with a conductive film, or even using
ESEM (Environmental Scanning Electron Microscope) in humid environment, that
allows improved surface conductivity. All of these solutions come with their own
drawbacks and potential complexities. It is also beneficial to use low beam voltages,

which decreases the amount of charge deposited on the substrate, however, it comes
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with the trade-off in the lateral resolution of the deposited structure.

Next to the insulating properties of silicon nitride, the membrane is very thin - i.e.
50 nm. The thickness of the substrate is a parameter to consider when choosing the
fabrication technique for the deposition of magnetic structures, since most common
fabrication techniques work with very high acceleration voltages, e.g. e-beam evap-
orated cobalt films are deposited with 10kV to 15kV or 5kV to 10kV, depending
on the system. Under such high beam voltage, the membrane is prone to break or
lose its advantageous properties. Moreover, the multi-step process in the clean-room
increases the chance for introducing impurities and lowering the quality factor of the
membrane. On the other hand, FEBID allows deposition under lower acceleration
voltages and can deposit structures locally on a specific position, without modify-
ing significantly the rest of the sample area. Nevertheless, there are some points
to consider when using FEBID on thin substrates. Thin substrates are more prone
to substrate heating, due to the lower thermal mass and poorer thermal dissipation,
making them more sensitive to local heating, which may cause deformations or even
breakage of the substrate. The other potential issues are charge effects and elec-
tron backscattering. For the same reasons as in the insulating samples with thicker
substrates, the thinner substrate of an insulating material has even lower conductiv-
ity, making it even more prone to charging. There is also a possibility of electron
backscattering, if the electrons of the beam penetrate the substrate and reflect from the
stage holder back to the membrane, thereby creating an unintended deposit. Possible
way to overcome this issue, if the application permits, is to deposit a film of a highly
conductive material on top of a thin substrate. As seen in previous work, FEBID
deposition has been proven effective in deposition of nanodots on carbon substrates
of only 4 nm thickness [26]. However, in the case of high-Q resonators for single-spin
mechanics experiment, depositing an additional layer of conductive material would

irreversibly change its optomechanical properties.

By performing simulations we’ve identified that the ideal magnetic geometry would
be a disk with diameter in the order of 100 nm. Circular shape has shown optimum
magnetic coupling and uniform magnetic field in the region of interest which is
crucial for precise control of single-spin dynamics. The nanoscale size of the magnet
ensures that the magnetic influence is localized, which is essential for isolating and

manipulating single spins.

During initial tests with FEBID and by selecting the circular pattern of the raster
beam, we have observed charging effects and beam deflection. The resulting magnetic

deposit had a distorted shape and poor resolution. However, when using a rectangular
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pattern of the raster beam, an interesting result occurred - exactly the desired circular

shape of the magnet was formed.

In a circular pattern of the raster beam shown on Figb), the beam moves in
concentric circles or spirals. Consequently, the heat distribution is more concentrated
towards the center, where the beam spends more time, because of the shorter path
length of the inner circles. This leads to a hotter central region, causing localised
thermal effects such as diffusion and the change of material properties, while less

heat is accumulated towards the outer edges.

In a rectangular pattern shown on Fig[4.4(a), the beam typically moves in straight
horizontal or vertical lines, covering the area in a grid-like form. This can lead to a
more uniform coverage across the scanned area, as each line receives a similar amount
of beam exposure. On the other hand, the corners of the rectangular shape receive less
beam interaction, that cause less consistent material distribution. Another difference
is the precursor replenishment, which is more uniform in the rectangular pattern of

the raster beam.
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Ficure 4.4 — Comparison of raster beam patterns used in FEBID on SiN phononic
membranes.

(a) Rectangular pattern, allowing for uniform material deposition across the scanned area,
but exhibiting reduced interaction at corners, leading to potential inconsistencies. (b)
Circular pattern, resulting in a concentrated heat distribution towards the center, causing
localized thermal effects and distortion in the magnetic deposit shape.

We successfully fabricated arrays of Co nanomagnets on silicon chips using a circular
raster beam pattern (Fig. [{.5(a)), alongside a single Co nanomagnet created with

a rectangular pattern on a 50 nm silicon nitride (SiN) phononic membrane (Fig.
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200 pm

(c) (d)

Ficure 4.5 — Fabrication of FEBID dots for SiN high-Q membranes. (a) Arrays of Co
dots on Si chip, (b) Co nanodot deposited on a high-Q SiN membrane, (c) SEM image of the
phononic membrane in top-view (d) AFM image of a Co nanodot on SiN membrane,
exposing the hemispherical shape height of the nanodot with measured height = 100 nm.

M.5(b)). The atomic force microscopy (AFM) analysis of the Co nanomagnet on the
SiN membrane, illustrated in Fig. 4.5(d), revealed a measured height of 105 nm (Fig.
[.3](e)), which closely corresponds to the SEM - measured diameter of 110 nm. These
results highlight the effectiveness of different raster patterns in controlling the shape

and dimensions of nanomagnetic deposits.

4.3 Outlook

In this chapter, we have presented the successful fabrication of cobalt nanomagnets
on both silicon chips and thin silicon nitride phononic membranes. We achieve a
remarkable lateral resolution of down to 18 nm on silicon chips. Counterintuitively,
our results demonstrate that utilizing a rectangular raster pattern, rather than a circular
one, successfully enables the deposition of hemispherical nanomagnets on thin silicon
nitride membranes, mitigating the charging issues that would otherwise prevent this

deposition.

The successful fabrication of cobalt nanomagnets on silicon chips lays the groundwork
for future advancements in developing magnets for spin qubit control, which are
elaborated in Chapter [5
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Our aim is to employ the fabricated hemispherical nanomagnets on silicon nitride
membranes for spin-mechanics experiments, where their magnetic field gradients %—lj
can be measured using lifted-mode scanning NV magnetometry. We propose using
a magnet capable of applying an out-of-plane (OOP) magnetic field to magnetize the
cobalt nanomagnet, while performing SNVM measurements with an (111) diamond
tip [88]], with the saturation field also applied OOP. Magnetic saturation can be deter-
mined using Dynamic Torque Magnetometry. [89]]. To facilitate this measurement,
the frequency of one or several suitable mechanical modes of the silicon membrane
is measured as a function of an externally applied magnetic field. The membrane
acts as a transducer for the magnetic torque 7 = m X B exerted by the nanomagnet.
This induces a shift in the resonance frequency of the membrane, which approaches
a horizontal asymptote for high enough applied fields. The value of the asymptote
depends on the saturation magnetization M. The SNVM measurements will yield
a characterization of the magnetic field strength at various distances from the NV

center.

Moreover, we will consider optimizing the magnetic properties, such as through
annealing the magnets (refer to[A). The subsequent step involves calculating the co-
operativity by incorporating the field gradient derived from SNVM, which is defined
by the following formula:

2
T
Csy = 25M2 4.2)
YMm

where gsy = gexzp f%—f. Our objective is to achieve quantum cooperativity Csys > 1
to enable coherent spin-phonon interactions. Furthermore, it is essential to measure
the quality factor Q of the silicon nitride membrane post-deposition, as it may deviate
from the ideal values measured immediately after fabrication in vacuum. Based on
the outcomes of these measurements, we will optimize various components of the

system to attain the desired operational regime.
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5 Magnetic gradients for electron spin qubit con-
trol

Results presented in this chapter have been published as: Scanning NV magne-
tometry of focused-electron-beam-deposited cobalt nanomagnets, ACS Applied Nano
Materials 7, 3854-3860 (2024)

This chapter presents a detailed study on the characterization of Co nanomagnets
for electron spin qubits using FEBID. Funded by NCCR SPIN and conducted in
collaboration with EPFL and IBM Ziirich, this research explores FEBID as a novel

technique for 3D integration in quantum computing devices.

We begin with an introduction to fundamental concepts of Electric Dipole Spin Reso-
nance (EDSR), including individual addressability and dephasing, which are critical
sources of noise in electron spin qubit devices. In Section we characterize these
Co nanowires through a combination of magneto-transport measurements, magnetic
imaging with NV centers in diamond (SNVM), transmission electron microscopy
(TEM), and electron diffraction X-ray spectroscopy (HAADF-STEM) to assess their

magnetization saturation and crystallinity.

To better understand the complex results of our fabrication process, simulations of
an ideal Co bar are discussed in Section Comparing SNVM, TEM and AFM
(Section measurements, significant nanoparticles surrounding the deposit are
revealed, which may impact qubit performance by introducing magnetic noise and
unwanted qubit rotations. We propose adding a charge noise term and a decoherence
term in the EDSR driving model to quantify these effects. The estimated impact of
charge noise and decoherence, as a function of spatial coordinates, is analyzed in
Section @ Section @] provides an outlook on future research directions. Overall,
this chapter outlines the process of characterizing Co nanomagnets for electron spin
qubits fabricated with FEBID, focusing on enhancing magnetic gradients for EDSR,
minimizing charge noise, and exploring scalability and 3D integration in quantum

devices.

5.1 Motivation

There is a variety of applications today which could benefit from nanomagnets grown
by the FEBID technique. In particular, within this thesis, we will explore the appli-
cation of using them for achieving spin rotation in spin qubit devices. In order to

understand the requirements for the geometry of such a nanomagnet, we will need to
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5.1 Motivation

consider the constraining physics in a typical spin qubit device that will impact our

fabrication parameters.

5.1.1 Spin rotation

Fast and coherent manipulation of a single spin state is the objective we aim to reach

when designing a system based on electron qubits.

The quality factor of the system needs to be high enough to allow for Rabi oscillations
to occur until the system loses coherence, which translates to gate errors below the
error correction threshold [90]. Implementing a robust hardware setup for qubit
gates is essential to ensure they remain effective despite minor deviations during
the fabrication process and can scale to accommodate numerous qubits. Electron
spin resonance (ESR) is a manipulation technique that involves alternating magnetic
fields, typically generated by a stripline positioned above the sample. However,
addressing a single spin qubit in a multi-qubit device with striplines is challenging
because it requires precisely localized magnetic fields. This requires the use of high
currents to manipulate magnetic field, which results in increased power consumption.
One solution to this problem is utilizing the Stark shift to individually tune spin
resonances. This approach requires the application of large electric field gradients
and the integration of additional electric gates. Alternatively, EDSR has demonstrated
the ability to universally control spin qubits. EDSR utilizes alternating electric fields,
which are conveniently generated by existing electrostatic gates and can couple to
the electron spin through mechanisms such as spin-orbit coupling, nuclear hyperfine
interaction, or the stray field from a micromagnet across the quantum dot. The stray
field from a micromagnet can cause shifts in the Zeeman energy, thus enabling the

individual addressing of spin qubits [23]].

For host materials like silicon and carbon, which exibit low spin-orbit and hyperfine
coupling, only the third coupling mechanism (the stray field from a micromagnet)
will achieve a MHz Rabi frequency [91, 92]. Silicon- and carbon-based systems are
advantageous because nuclear spins can be eliminated through isotopic purification,
which significantly extends spin relaxation time and dephasing time. This leads to

lower gate errors compared to III/V semiconductors 23} 93|

Various magnet designs have been proposed and realized for spin qubit manipulation
in silicon-based quantum dots, including single or split micromagnets fabricated on
top of or adjacent to the metallic depletion gates that electrostatically define the

quantum dots, single and split nanomagnets integrated into the depletion gate pattern
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[94]]. More recently, research on micromagnet designs advanced in making improved

micromagnets for linear chain arrays with modified geometry [95, (96].

We note from the work of other authors ([94]]), that the distance of the micromagnet
to the quantum dot plane is important for choosing the right fabrication parameters
for the micromagnet. One can imagine the stray field of the micromagnet emanating
toward the critical plane, where the double quantum dot lies. Therefore, when we
speak of magnetic gradients in a qubit device, we start from determining the Cartesian
system coordinates in which the DQD lies. As an example of this calculation, we will
refer to the previous work of other authors [94] and use it as our guideline in magnet
design. On Fig. [5.1fa), the DQD is aligned along the x axis. Secondly, we look at
the direction of the external field applied to drive the spin qubit experiment, in this
case the authors described the electron spin dipole resonance (ESDR), and the field
applied was in z direction. For complete driving, one needs also microwave excitation
which is typically applied via the metal gates. As illustrated in Fig. [5.1(b) the driving

will cause the electrons to move in z direction (similar operation is described in [97]).

Now we can define our magnetic gradient: we know the gradient is a derivation of
the magnetic field in the spatial coordinates of the qubit system we observe - it is a
tensor of X,y and z coordinates in the Cartesian system. Since the electrons move in
z direction, following the gradient of the magnet in y and x direction (perpendicular
to the external field), it would allow the electron to move along the Bloch sphere.
Therefore, the gradient we want to control, is the one perpendicular to the direction of
the externally applied field. Knowing the magnitude of the total gradient at a certain
point in the Cartesian system, defined by vector r(x,y,z) is the square-root of the sum

of squares of the derivates of the magnetic field in x and y direction per z:

2 2
0B 0B, (r
G (v) = x(T) + y(r) (5.1)
0z 0z
The Rabi frequency fr is proportional to the total gradient through (from [94]):
Jr= 8!;1220 X /|:,b(x, z)|2 G (r)dxdz, (5.2)

where g is the electron g-factor, up the Bohr magneton, /4 Planck’s constant, and zg
the amplitude of the dot displacement in the z direction. We can conclude based on
eq[5.2] that the spin rotation is driven by the ac components of a magnetic field, and
that they are perpendicular to the total magnetic field experienced by a spin qubit. We

also note that the total magnetic field gradient, G'”, is averaged over the electron’s
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5.1 Motivation

probability density function, |w (x,2) |2. This is modeled using a Gaussian distribution,

assuming the electron is in its ground state within a harmonic potential.

According to electrostatic simulations from Kawakami et al.[91]], the dot displacement
is dependent on the microwave amplitude. The electrons also get displaced along
the x-direction, but this contribution to the Rabi frequency is small because the stray
field gradient along x is small. Therefore, the magnetic field dependence is mainly

determined by the perpendicular gradient, G’

— —

—
Biot = Bext + Bium (53)

where B,,,, is the magnetic field at the spin qubit generated by the micromagnet. In
—_—
Bext

a typical EDSR experiment, is chosen to be rather large (few 100 mT to 1 T),

—-— . .
and B;,; points approximately along

m‘ In the example above, the external field is
aligned with the z-axis, therefore the spin rotation will be driven by B, (7) and B, ()
field components.

The externally applied magnetic field causes a splitting of the energy levels of the
electron into two states: spin-up and spin-down, and this difference is known as the
Zeeman splitting. The frequency that corresponds to this energy difference is the
Larmor frequency:

—
B tot

fL=gus (5.4)

In order to drive a transition between the two levels an oscillating electromagnetic
fields needs to be applied, like a microwave field, that has an energy equal to the
Zeeman splitting. This occurs when the oscillation frequency of the field is equal to

the Larmor frequency.

The shaking can be achieved by applying an ac voltage to one of the gates, and the
direction of the shaking will determine which derivative of the magnetic field can

drive the spin rotation (see Figl5.1)(b). The derivatives involved in the rotation for

: P By OBy 0By dB, OB, 0B,
the device shown in Flga) are 5,55 and a9

On Figl5.1](a), the microwave voltage is applied to the lower gate as indicated by
the blue arrow, the left quantum dot will oscillate back and forth in the x direction
(Figb)), so the driving of the spin rotation will be executed by the 0% and
axﬁ derivatives. In the context of electron spin resonance (ESR) experiments, the
oscillation of the quantum dot is most effectively achieved along directions where
the confinement potential is weakest. This is because weaker confinement means

the potential barriers confining the electron are lower, allowing the electron to move
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Ficure 5.1 — Top view and shaking mechanism of the QD in the Si/SiGe
heterostructure.

(a) Top view of the Si/SiGe heterostructure, illustrating the position of quantum dots within
the two-dimensional electron gas (2DEG) plane. (b) Schematic representation of the
shaking mechanism, highlighting the interaction of the electric field with the spin states in
the quantum dots.

more freely. Consequently, in these directions, it is easier to manipulate the electron’s
spin states with external magnetic fields and microwaves. Therefore, when designing
ESR experiments or analyzing spin dynamics, focusing on these directions can lead

to more effective control and measurement of the electron spin transitions.

In quasi-1D semiconducting devices, such as Si nanowires and FD-SOI, the electrons
are confined in two dimensions and they move freely along the third dimension
(the principal double dot axis). This is because the weaker confinement in that
direction requires less energy to achieve the oscillations needed for EDSR, making

the conditions for spin manipulation more favorable.

5.1.2 Individual addressability

Device in Fig/5.1(a) confines a double quantum dot, which can be used to make
a spin qubit. In this subchapter we briefly consider the constraints posed by the
nearness of two quantum dots, which can be extended also to an array of quantum
dots. Two cases are commonly considered: 1) the electron spin is manipulated by
a single electrostatic gate, or 2) it is controlled by two gates that are separated. In
the latter case, the electrons move independent one of the other, and in the first case
their positions are coupled due to single-gate manipulation [94]. In the case when
the electron spin is manipulated by a single electrostatic gate (1), which affects the
electrons in both quantum dots, it is necessary that the local magnetic field has a
sufficiently large gradient, such that, the difference of the Zeeman splitting at the

two quantum dot locations is larger than the linewidths of the individual spin qubit
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5.2 Characterization of magnetic properties

resonances. We can calculate the linewidth from the inhomogeneous dephasing time

and power broadening due to the spin resonance Af; ~ Tl + frapi- In the case 2),
2

this is not a requirement, however, it is an advantage for decreasing the electrostatic

cross-coupling effects [98]. The aformentioned condition can be written as:

AB(r1,12) :|Bz(rl) — B(r2)

) (5.5)

where r; and r; are the positions of dot 1 and dot 2. In the regime where we would
like to operate our device, the dephasing is slow comparatively to the Rabi oscillations
which are fast (and thus a wide spectral line), the frequency difference between the

two dots is still resolvable AB, > 2 frapi/(gup).

5.1.3 Dephasing

To describe the spin qubit logical state, we often use the terminology of a Bloch
sphere. On Fig[5.3]is its illustration, where the z axis shows the |0) state at the top,
and the |1) state at the bottom.

The fabrication process imperfections and the environment in which we drive the
spin qubit are sources of noise, that manifest in dephasing rates on the Bloch sphere.
We distinguish two different rates: there is a phase delay in xy plane (depicted in red)
Iy, or a disturbance in the z direction I'y. This disturbance is caused by noise of the
equipment that applied the external field (coil noise, oscillator noise of the waveform
generator, etc.), often referred to as microwave driving noise. On the other hand, the
material used to confine a spin qubit (Si/SiGe) has charge noise, that can also cause

dephasing.

We discuss here the case of dephasing when it is caused by the fluctuation of the
magnetic field along B_m; (total magnetic field). Considering device geometry from

Fig[5.1(a) the charge noise and the microwave driving noise may cause dephasing
3B, 9B, 9B,
ox > 0y’ dz°
these derivatives, while ensuring that

through

During the nanomagnet design, we will aim to minimize
9B,
0x

is sufficiently large to guarantee individual

addressability.

5.2 Characterization of magnetic properties

We aim to characterize the magnetic properties of the deposit to be able to benchmark
our nanomagnet among other nanomagnet options produced by e-beam evaporation or
MOCYVD. This step in the fabrication process is critical to evaluate the quality of fab-

rication, and to further optimize the fabrication recipe. The second reason is that we
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FiGUrE 5.2 — Dephasing time definition on a Bloch sphere.

The Bloch sphere representation illustrates the two dephasing rates: I'j, which indicates the
disturbance in the z-direction, and Iy, which denotes the dephasing in the xy-plane. The ac
field is applied in the z-direction.[25] The curve on the axis symbolises the noise effect on
the spin qubit system.

may want to compare our fabrication method with other available methods, and esti-
mate the quality versus cost, especially when considering large-scale fabrication. We
chose to estimate the electrical properties of the nanomagnet via magneto-transport
measurements which we discuss in Further, we use SNVM to image the mag-
netic stray field emanating from our nanomagnet in and perform HAAF-STEM
in

5.2.1 Hall-effect in FEBID Co nanowires

Magneto-transport measurements are experimental techniques used to characterize
new materials by studying their electrical properties, typically by measuring their
magnetoresistance. In magnetic materials where there are predominantly electron or
hole carriers, we can exploit the Hall effect to facilitate a measurement of the material’s
magnetoresistance. The working principle is as follows; a current [ is applied in the
plane of the thin film, and a magnetic field, B is applied perpendicularly to the thin
film and the current plane. As a consequence of the Lorentz force, there is a build-up
of electrons on one side of the contacts, where a Hall voltage is measured. The
measurement is depicted on Fig/5.3(a). In the steady state, the built-up Hall voltage

Vy 1s in the y direction and it is compensated by the Lorentz force on an electron,
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5.2 Characterization of magnetic properties

acting as well in the y direction. The Lorentz force acting on an electron moving in
the x direction can be defined as [99]:

Fy=-e(vxB),—eE,=ev,B—-¢eE, =0 (5.6)

Here E, = VVH is often referred to as the Hall field. Assuming that the current is

carried predominantly by electrons, as expected for metals, the current density in x

direction is [99]: ,
Jx = — = —nevy (5.7)
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FiGcure 5.3 — Hall-effect in FEBID Co nanowires.

(a) Schematic of the basic principle of a typical Hall effect measurement. (b) FEBID Co
nanowires deposited in a 6-contact geometry. The wire thickness ¢ is 275 nm and the width
w is 300 nm. (c) Hall coefficient Ry vs. magnetic field. Note the significant increase in
noise near 0 mT resulting from the poor signal-to-noise ratio when the Hall voltage is
smallest, amplifying the effect of uncompensated DC offsets.(f) Longitudinal resistance p.x
vs. temperature confirms metallic behavior.

and thus it follows: y | | 1B
Ey=f - —jB=-—2" (5.8)
w ne ne wt



5.2 Characterization of magnetic properties

1

The prefactor —-- is called the Hall constant and denoted as Ry. We can directly

access the Ry from the measurement of the Hall voltage Vy, current I and B from:
Vg = Ry— (5.9)

We prepare a 6-contact Hall bar geometry, grown by e-beam evaporation 5/50 nm
Ti/Pd, and, deposit cobalt nanowires with FEBID (see Fig[5.3[b)). We bond our
device with Al wires and measure it inside the dilution refrigerator with capability
of measuring at 1 K, and we sweep the external field perpendicularly to the sample,
from —1 T to 1 T with steps of 1 mT.

We calculate the Hall resistivity py, = % . WT’ =0.128 p€ cm, the longitudinal resis-
tivity Oy = % . WT'I= 25.378 nQ cm and the Hall coefficient Ry (see Figc)).To
conclude, by comparing these values to the literature [28,|100], the resistivities of our
FEBID Co thin films are comparable to the literature FEBID Co films, indicating a
high quality of the material. Further, we acknowledge that we cannot draw conclu-
sions about the switching field from these measurements as the data gets very noisy
from =20 mT to 20 mT. To provide a reference, in previous work [[100], in nanowires

with similar properties the switching fields reportedly occurred at 15 mT.

The Hall coefficient of bulk cobalt at 4.2 K is —5.3 x 107 ¢cm? /C [101], we compare
it with the Hall coefficient of —5.2 x 1073 cm?/C in FEBID Co sample at 4.2 K. After
substituting Ry and elementary charge e in equations [5.8] and [5.9] we calculate the

charge carrier density to be n ~ 1.21 x 10?! cm™3. Considering charge carrier density

3

Mputk . 9.1x102cm™3
npesip . 1.21x 105 em™3 76. So, the

concentration of carriers is around 76 times smaller in FEBID Co than in bulk Co

of 9.1 x 1022 cm™ in bulk, we can calculate

at 4.2 K. The concentration of carriers in the FEBID Co thin film is generally lower
than in bulk, as calculated from the Hall coefficient (Rp), possibly due to a higher
concentration of defects, impurities, or the polycrystalline structure of the FEBID Co
[102].

Subsequently, we perform a R-T measurement, thereby confirming fully metallic
behavior of the nanowires as shown in Fig[5.3|d), perfectly agreeing with findings
from the literature [[100].

5.2.2 Scanning NV magnetometry

Scanning NV magnetometry was the technique of choice due to its remarkable spatial
resolution on the nanometre scale, close to the size of the electron wavefunction in

a typical electron spin qubit device from 10nm to 100 nm. Further, the technique
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operates well on the range of magnetic fields we expect for stray field profile of
FEBID-grown Co nanomagnets, which is up to 5mT. We operate the experiments
in a commercial ProteusQ system at room temperature as described in Section
equipped with a permanent magnet positioned below the sample. The magnet can
be operated through a user interface where we select the desired field value we want
to apply to the sample in plane and in the horizontal direction (corresponding to
x-axis in the Fig[5.6). We acquire the magnetic signal through the ODMR of the
NV center in the diamond tip positioned on the tip of the quantilever. During the
experiment, a green laser was optically exciting the electronic states of the NV center
and a microwave antenna was delivering power on the frequencies corresponding to
the diamond bandgap. Hence, by enabling the proper operation, the emitted photons
were collected via an APD camera inside the optical objective. The magnetic field
was computed through the Qudi software [[103]], where the NV physics is implemented
for computational operations. The AFM settings were set to scan line-by-line starting
from the lower left corner in horizontal direction. For our experiments, we use a
[100] tip, in which the quantization axis is positioned in-plane. We proceed the
characterization by performing a quantitative Full-B measurement on the Co Hall bar
device as shown in Fig[5.4] The applied field is changed with the external magnet,
where the field direction corresponds to the anisotropy of the horizontal wire of the
Hall bar structure. We apply a magnetic field externally, and immediately after we
aquire the magnetic image. We start with an image acquired at an external field of
—6.6 mT, then we apply 196 mT, and go back to a low field of OmT. We observe
drastic changes in the magnetic picture, and we find that the horizontal wire is fully
saturated for the field close to 200 mT as shown in Fig[5.4] By applying a field of
—280mT and aquiring the magnetic image, we observe the saturation of the wire
again, only with spins pointing in the -x direction (see Fig[5.4). On the magnetic
field values close to OmT, we observed a disordered magnetic signal that can be
explained by the presence of multi-domains in the cobalt material grown by FEBID.
Further, there is clearly a non-negligible contribution of magnetic signal from the
nanoparticles surrounding the magnetic structure. We observe a strong dependence
of the state of the system on its history, and for values above 200 mT we observe a
fully saturated state of the horizontal nanowire. Due to strong quenching of magnetic
field perpendicular to the quantization axis of the tip (in-plane), we observe spurious
data points in the location where the vertical wire is positioned.

The external field values should be choosen such that at the chosen external magnetic
field values there are no anti-crossings of the NV energy levels, which can be checked a

priori by running an ODMR measurement for a full sweep of the magnetic range of the
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Ficure 5.4 — Hysteresis imaged by SNVM of a cross-section of FEBID-grown Co NWs
in a 6-contact Hall configuration.

Upper row (from left to right): (1) Horizontal field applied: -6.6 mT, (2) 196 mT, (3) O mT.
Lower row: (1) -280 mT, (2) -13 mT.

external magnet. Then an automatized script can be set to perform the measurements
sequentially. The measurement time depends on the scanning area, the number of
pixels, and the integration time per pixel. A single quantitative magnetic image with
scanning area of 10 pm X 10 pm, 200 pixels by 200 pixels, and an integration time of
100 ms takes 13 h and 43 min. One magnetic field value is associated to a pixel with
the size of 50 nm.

In the second experiment, we simplify the magnetic geometry to a single wire, grown
by FEBID and with the geometry as shown in Section [5.2.1f We choose the length
of the nanowire to be much larger than its width and height in order to force the
anisotropy in that direction, such that a full saturation can be achieved by applying
an external field in the same direction. We applied a field close to the one found to
fully saturate the horizontal bar, in this case B,y = 202.5mT. We chose the AFM
scan direction to be vertical, starting from the lower left edge. The experiment is
depicted in figure [5.6(a). The image [5.6(b) shows the magnetic field, it is clearly
visible the wire is fully polarised at this field, and we clearly see the field exiting

and entering the wire at the edges, e.g. we see the magnetic monopoloes at the wire
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edge. The wire is slightly tilted, therefore there is a slight asymmetry in the size of
the monopoles. At the very edge of the wire, we expect the field to be perpendicular
to the in-plane direction corresponding to the sensitive axis of the diamond tip, which
explains the spurious data points at these positions. From this image we can calculate
the magnetization saturation, as will be shown in Section The image was taken
on an area of 18 pmx6 pm with pixel number in x equal to 150 and pixel number in
y equal to 50, giving a pixel size of 120 nm. The tip was showing intrinsically low
contrast in the ODMR experiment of 8% which limits the magnetic sensitivity of the
measurement, as shown in [5.6(c). The loss of contrast is the strongest at the wire
edges, due to quenching, and at the very end of the scan (right side of the image),
which we suspect comes from the tip degradation with time. On the image showing
fluorescence, e.g. counts/second, we can see clearly the topography effects of the
wire, e.g. higher number of counts at the edges of the wire, from where we also
confirm our hypothesis that the loss of magnetic signal at the end of the wire comes
from the perpendicular magnetic field component. Image [5.6(e) shows the AFM
height in nanometers. The last image in the left panel [5.6(f) shows the tuning fork

magnitude in arbitrary units.

With these two experiments, we have acquired quantitative magnetic field of our
FEBID-grown nanomagnets. By tailoring the shape of the magnet in a clever way,
we were able to fully exploit the system capabilities to quantify their magnetization
saturation as will be shown in In addition, we have become aware of the strong
magnetic field contribution from the nanoparticles surrounding the structure, whose

effect on spin qubit operation we will further analyze in ??.

5.2.3 High-angle annular dark-field scanning transmission electron mi-
croscopy (HAADF-STEM)

High-angle annular dark-field scanning transmission electron microscopy (HAADF-
STEM) is a STEM method which forms images by collecting scattered electrons
with an annular dark-field detector. The annular dark field detector, collects
electrons from a ring around the beam, sampling far more scattered electrons than
can pass through an objective aperture. The annular dark field image is formed
by incoherently scattered electrons (scattered from the nucleus of the atoms via
Rutherford scattering) - instead of Bragg scattered electrons. The technique is highly
sensitive to variations in the atomic number of atoms in the sample, e.g. the image
is based on the contrast dependent on the atomic number Z. It is typically used

for characterization of nanoparticles, thin films, and nanostructured materials. In
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FIGURE 5.5 — Schematic of the
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FIGURE 5.6 — Scanning NV Magnetometry of a single FEBID Co nanowire at room T.
(a) Magnetic field map of the nanowire. (b) Magnetic contrast image shown in negative to
highlight photoluminescence variations. The contrast gets degraded at the edge of the scan.
(c) Photoluminescence signal from the nanowire region. (d) Atomic Force Microscopy
(AFM) height map showing the topography of the nanowire.
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elements with a higher atomic number Z, more electrons are scattered at higher
angles due to greater electrostatic interactions between the nucleus and the electron
beam. Owing to this reason, the HAADF detector senses a greater signal from atoms

with a higher Z, leading them to appear brighter in the final image.
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FiGcure 5.8 — (a) High-angle annular dark-field scanning transmission electron microscopy
(HAADF-STEM) image showing a cross-sectional view of a cobalt (Co) nanowire (NW)
nanomagnet, similar to those investigated in this study. (b) Scanning electron microscopy
(SEM) image of the Co nanomagnet examined in this work.

For our experiment, we used the system available at the Swiss Nanoscience Institute
- STEM JEOL JEM-F200 cFEG. The system is equipped with a cold field emission
gun, with acceleration voltages from 20 to 200 kV, it is characterized with a spatial
resolution of 0.14 nm in STEM-HAADF mode, and it allows imaging of sample
sizes of 3 x 3 mm. In figure [5.8] (a), an SEM top-view image of a Co NW deposit
is shown, with the same dimensions as mentioned in[4.2.1] and figure [5.8] (b) shows
a HAADF-STEM image of a cross-sectional lamella of such a deposit. Before
lamella preparation, the sample was covered with a layer of Pt grown through FEBID,
to protect the Co deposits while milling the lamella. Thinning and polishing of the

lamella was done with an ion acceleration voltage of 30kV and currents of 0.24 A and
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83 pA, resulting in a lamella thickness of ~65 nm. In figure[5.§|(b), the rounded cross-
section of the Co NW can be discerened, as well as “halo” side-deposits extending
laterally for several microns. The “halo” deposit in figure [5.8|(b) has a thickness of
roughly 30 nm directly next to the NW, which gradually tapers off away from the NW.
A selective area electron diffraction (SAED) measurement of the cross-section shown
in figure [5.8|(c) indicates that the deposited Co is polycrystalline (figure [5.10).

Although hard to distinguish in the cross-sectional TEM image, the Co deposit
indeed shows a granular composition, with grain sizes of roughly 2-10 nm. Such
grain sizes are consistent with values found in previous works for as-deposited (non-
annealed) Co FEBID structures. The entire deposit is covered by an oxidized shell
of roughly 8 nm thickness. Also the oxide layer has a granular composition, with
lateral grain sizes of roughly 10-20 nm, corresponding well to previous findings for
similar deposition parameters. EDS mapping along the linecut indicated in figure[5.§|
(b) reveals a composition consisting mostly of Co (82 + 2.5 at.%), with additional
smaller amounts of C (14 = 2.5 at. %) and O (4 = 2.5 at. %). We find that this
composition is rather uniform throughout the deposit below the surface oxide layer,
including similar proportion in the “halo” side deposits (see figure[5.9). On the image
[5.10|we performed SAED on the Co NW cross-section. The first diffraction ring itself
indicates polycristallinity, with grains larger than can be imaged here with SAED. As
mentioned, analysis of the HRTEM image of figure (b) indicates Co grain sizes
of roughly 2-10 nm.

5.3 Simulation of magnetic bars

In this subsection, we will present the simulation results we obtained in MuMax3.
Micromagnetic simulations are computational tools often used to predict a behaviour
of a magnetic system. We model the geometry of our system, assign the system
properties of the material, and we can predict the evolution of the system when

applying an external field.

In this work, we simulated a bar similar to the fabricated Co NW grown by FEBID.
The selected geometry was cuboid, with 250 nm width, 130 nm height and 14.4 ym
length. The grid size was selected to match a cell size of 5 nm. The exchange stiffness
of Cois A, = 14 x 10712 J/m and the damping coefficient @ = 1. The simulation runs
under an applied field in the x direction of the wire (the long axis) from 4 T to —4 T in
steps of 25 mT. We compare the magnetic picture of our experiment where a magnetic
field of B.y;x =202.5 mT is applied along the long axis of the Co NW deposit with the

simulated field at B,,; , = 200 mT. We select a line in the x direction and a line in the
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Fi1Gure 5.9 — Structural and compositional analysis of a cobalt nanowire.

(a) Top panel: HAADF-STEM image of a cross-sectional slice of a Co nanowire, with
dashed lines indicating the positions of the line profiles shown in (b)—(e). Middle and lower
panel: Color key corresponding to the elements analyzed. (b)—(e) EDS elemental
composition profiles along the indicated linecuts in (a).
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5.3 Simulation of magnetic bars

Ficure 5.10 — Selective area electron diffraction of cobalt nanowire cross-section.
SAED image of the Co NW cross-section shown in|’5;8| (b).
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Ficure 5.11 — Experimental and simulated analysis of cobalt nanowire deposits.

(a) Upper panel: Experimental image of the Co NW deposit with the regions of the spurious
signal blacked out. Lower panel: Simulation in MuMax3 of a bar filled with cobalt material
with M, = 1.2 x 10° A/m. (b) Linecut in the y-direction (upper panel) and x-direction
(lower panel) comparing the simulation and experimental results.
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FiGure 5.12 — Simulation of cobalt nanowire geometry including a thin sheet of
“halo” in finite difference solver MuMax3.

One side of the NW geometry used for the finite-element simulation. We extrude the Co rich
part of the cross-sectional TEM image of Fig. 1c of the main text to the NW length of

14.4 pm and add a rotation of this cross-section to both ends of the NW.

y direction at the same position in the experiment and the simulation, and we plot the
linescans as shown in[5.11(b). We find the simulation matches the experiment very
well when the magnetization saturation M, is set to 1.2 X 10° A/m. As a reference,
magnetization saturation of bulk Co at room temperature is My, = 1.4 X 10°A/m,
which gives in our experiment Mu; copppin/Msat.Copyi [%0] = 85. This result is in

agreement with the magnetic content we found through HAAF-STEM.

5.4 Characterization of topography
5.4.1 Atomic Force Microscopy (AFM)

Atomic Force Microscopy (AFM) creates images by scanning a small cantilever over
a sample surface. The cantilever has a sharp tip, that touches the surface, causing it to
bend and altering the amount of laser light reflected into a photodiode. To maintain
a consistent response signal, the cantilever height is adjusted accordingly, allowing
mapping of the surface topography through the measured height. We utilized the
Bruker/JPK NanoWizard4 AFM system along with the 160AC-NA AFM probe. We
have fabricated 42 structures with sizes ranging from 100 nm to 5 nm in both the X
and Z dimensions (see figure [5.13). These measurements revealed that the smallest
deposit has a height of 15nm (see Fig[5.14)d, corresponding to the selected X and
Z dimensions of 5nm and 100 nm, respectively, in the patterning software. They
also indicate that the actual height slightly deviates from the height specified in the
software. This should be considered when choosing parameters for the intended

geometric design.
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Ficure 5.13 — Cobalt NW deposits for AFM measurements.
42 Co NW deposits grown by Focused-Electron-Beam-Deposition as selected for AFM
measurements.
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Ficure 5.14 — AFM characterization of cobalt nanowires: effects of width and height
variations.

(a) and (b) AFM height measurements of Co nanowires with equal length, grown with
different width and height (X and Z parameters in FIB Helios Patterning Software) where
the width is varied and the height is kept constant. We observe that the patterned height
decreases as the wires get thinner. In total, we grew 42 structures; 21 structures where Z
parameter was varied from 100 to 5 nm while X = 100 nm, and 21 structures where X
parameter was varied from 100 to 5 nm while Z = 100 nm. The distance between the wires is
2 um. The wires were grown under the same conditions: pressure 3.90 x 10~® mbar to

4.03 x 10~° mbar, acceleration voltage of 10kV, beam current 3.2nA, and dwell time of

1 ps. AFM measurements were taken with a Bruker NanoWizard4 and probe type
160AC-NA. (c) and (d) Linecuts through (a) and (b), respectively, at positions indicated by
white lines.

61



5.5 Spin qubit displacement inside the “halo” stray field

5.5 Spin qubit displacement inside the “halo” stray field

The optical image of a Co Hall bar structure patterned via FEBID (Figl5.16|(a))
reveals a significant “halo” side-deposit [40]. This “halo” appears as a dark,
irregularly shaped area in the optical microscopy image. In this subsection of the
thesis, we will estimate the impact of the “halo” on the operation of spin qubits. For
this purpose, we employ SNVM to examine the “halo”side-deposits in greater detail.
We will consider spin qubit dephasing in the scenario when dephasing is caused by
charge noise. In this scenario, the typical oscillatory displacement amplitudes of the
quantum dot (QD) in electron spin qubits ranges from 1 pm - 1 nm [94, [91].

The SNVM image (Fig[5.16d) of the same area further reveals that the “halo”
exhibits a magnetic stray field with a grainy composition. This grainy pattern follows
the shape of the dark area visible in the optical image, surrounding the deposit and

becoming smoother as it extends away from the deposit.

- | -

- o

FiGcure 5.15 — Optical micrograph of the device with pronounced “halo”.

We investigate the size distribution of the grainy structures, using segmentation
analysis (Gwyddion) on a subset of the data as shown in Fig[5.16(b). We find that
the typical equivalent square side length, a.,, is approximately 100 nm, which is
larger than the scan’s pixel size of 50 X 50 nm. Additionally, we observe associated
fluctuations in the stray field of up to 3 mT.

5.5.1 Estimated spin qubit decay times due to charge noise

Next, we estimate the impact of these magnetic stray field fluctuations on the dephas-

ing of electron spin qubits when they are placed within the stray field. Specifically, we
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Ficure 5.16 — Characterization of magnetic properties and grain size distribution.
(a) Distribution of grain sizes within the marked region, illustrating changes in material
composition at the upper left and right edges. (b) Variations in the magnetic field measured
across several micrometers. (c) Magnetic image of the “halo”, revealing granular
composition. (d) Histogram depicting the distribution of grain sizes.
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5.5 Spin qubit displacement inside the “halo” stray field

examine dephasing caused by spin qubit displacements within the “halo” stray field
due to charge noise. In this context, typical root-mean-square (rms) displacement
amplitudes of quantum dot (QD) electron spin qubits range from 1 to 10 pm along the
x and y axes [94, 104]. Out-of-plane displacements are usually negligible for quan-
tum well or metal-oxide-semiconductor (MOS) quantum dots, given the significantly
larger confinement potential in this direction compared to the xy-plane. Given that
the displacements are orders of magnitude smaller than the grain size of the “halo”
stray field, we can limit our analysis to the first derivative at each point and disregard
higher-order derivatives of the stray field. Taking the spin qubit quantization axis to
be parallel to x, the stray field derivatives that are relevant for dephasing are therefore
ddli X and %. Differentiating the scan in Fig5.16(d) with respect to x and y, we
observe that ddlix and % are largest near the intended Co Hall bar deposit (top left
and right corners, and slightly above the bottom left and right corners of Fig[5.16(d).
However, at no point in the scan do these derivatives exceed 425 pT/nm. Using these

derivatives of the stray field, we can estimate the inhomogeneous dephasing time 77
for a spin qubit located within the grainy stray field induced by the “halo”. For each
point (x,y) in the scan shown in Fig d), we calculate 7 using:

| dB
T;:Z(2ﬂ\/§-%-d—;-m)'l, iex,y (5.10)

Here we use Ax = Ay =10 pm, an electron spin Landé g-factor of 2, and we assume
a quasi-static 1/f-like spectral density of charge noise[[105]. Fig [5.17(b) shows the
corresponding map of 7 (x,y). We find that 7 (x, y) decreases from >100 ps in
the top corners of the scan, where almost no “halo” is present, to roughly 5 s
in the immediate proximity of the Co deposit, where the “halo” is most intense.
Furthermore, we find that 7 exceeds 1 s at every point in the scan. Note that the
contours in the plot of Fig[5.17(b) have been obtained by smoothing the data. While
these contours indicate the trend of decreasing T; when approaching the Co deposit,
the frainy pattern visible in the colorplot[5.17(b) originates from the disordered “halo”

stray field, and hence, should not be ignored.
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Ficure 5.17 — Estimation of coherence maps for electron spin qubits near a magnet.
(a) A contour map of the magnetic field component B,. The plot reveals a complex
magnetic landscape consisting of a central, saturated magnetic wire and a surrounding
“halo” region. This halo is characterized by a locally varying magnetic field, which suggests
the presence of magnetic nanoparticles. (b) A corresponding contour map of the electron
spin qubit’s 7;; time, estimated using the magnetic field data from panel (a) and eq[S.10} The
contours clearly show how the magnetic configuration impacts qubit coherence. The low 77
values in the high-field region and within the noisy halo indicate significant dephasing,
while the higher T values in the outer regions point to a more uniform and quieter magnetic
environment, highlighting the optimal “sweet spots” for qubit operation.
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5.6 Outlook
5.6.1 Optimized geometry for a spin qubit device

Here we propose FEBID as an innovative fabrication technique of nanomagnets in a
single-step, enabling high magnetic gradients. We emphasize that we have studied
and estimated the effects of the magnetic noise on the spin qubit operation during the
fabrication process, which increases the reliability of these magnets. Further, more
advanced 3D geometries can be developed by employing FEBID to individually tune

the resonance frequencies of each qubit.

5.6.2 Cryo - FEBID

Future research could leverage cryo-FEBID to pattern magnetic nanostructures on
sensitive spin qubit devices. This technique, operating at cryogenic temperatures,
offers advantages such as high growth rates and low electron charge doses, making it

ideal for delicate applications.

The growth in FEBID is influenced by temperature-dependent processes like adsorp-
tion, desorption, diffusion, and dissociation of precursor molecules. Under cryogenic
conditions, the precursor condenses into a nanometer-thick layer, and exposure to
an electron beam followed by mild heating reveals the structure. Low temperatures

improve precursor residence time and reduce charge damage.
Key advantages of cryo-FEBID include:

* Growth rates that are 100-1000 times faster than at room temperature.
« Significantly lower electron doses (approximately 10* times less) than required

for room-temperature deposition, minimizing sample damage.

This makes Cryo-FEBID comparable to resist-based electron-beam lithography in
terms of electron irradiation effects, with the added benefit of enhanced deposition

speed.

5.6.3 3D nanoprinting with FEBID

As mentioned in the beginning, the ability to fabricate 3D magnetic nanostructures
able to individually tune the resonance frequencies of spin qubits is an interesting

feature we suggest to explore in future projects.

However, 3D nanoprinting holds potential beyond spin qubit applications. In the last
decade there has been a significant effort made on the topic of three-dimensional print-

ing of nano-objects using focused-electron-beam-deposition. Severals studies [[106,
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70, 107] have shown successful advancement of the FEBID 3D patterning software
and confirmed its reliability in specific applications such as magnonics, spintron-
ics, scanning probe microscopy, nanowire networks and curvilinear nanomagnetism.
Some advantages of 3D nanoprinting is its ability to pattern three-dimensional mag-
netic nanostructures at resolutions comparable to the characteristic magnetic length
scales. Thus, making 3D FEBID an appealing fabrication method for fundamental
studies of complex 3D geometries, as well as opening a new field of study of nano-
magnetizm in 3D. One of the applications where its usefulness has been particularly
pronounced is in investigation of nanoscale double helixes, proven to host highly
coupled textures [[108, 109, 110]. They created magnetic double helices similar to
double helix of DNA, that twist around one another, combining curvature, chirality
and strong magnetic field interactions between the helices. Using X-ray imaging
techniques, they discovered that the 3D structure of these magnetic helixes exhibits a
different magnetization texture compared to the 2D structure. They found that pairs of
walls between magnetic domains in neighboring helices were highly coupled, causing
deformations that result in the rotating structure. These deformations create locally
locked strong bonds, similar to base pairs in DNA. Recently, the software for 3D
patterning has become publicly available [111]], enabling its use in every laboratory

equipped with a FEBID system.

These factors make this technique a promising candidate for constructing high-density

3D nanomagnets for quantum information processing and beyond.
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6 Correlation of magnetic noise and stability of
magnetic states in permalloy dome-shaped
nanodots

The results in this chapter will be described in Zaper et al, Resolving the intrinsic

magnetic texture of soft nanodots via scanning NV magnetometry, pre-print.

Magnetic force microscopy (MFM) previously revealed a remanent half-hedgehog
state in permalloy nanodots [112]. To exclude that the stray field of the magnetic
tip stabilized this magnetic configuration, we compare the MFM [[113, |114], Kerr
microscopy, and scanning nitrogen-vacancy magnetometry (SNVM) studies to resolve
the magnetic state, where SNVM provides a crucial non-invasive measurement. MFM
constitutes one of the most powerful magnetic imaging techniques at the nanoscale.
Despite its remarkable lateral resolution and sensitivity, its working principle relying
on the probe-sample interaction constitutes one of its main drawbacks when it comes to
revealing magnetization textures of soft magnetic materials, as they are often affected
by the stray field of the MFM probe. In this work, we add SNVM to determine
the magnetization configuration present in such nanostructures in the absence of any
probe stray fields acting on the sample. Imaging via SNVM reveals a remanent single-
domain configuration of the nanodots, providing strong evidence that MFM probe
stray fields nucleate the half-hedgehog configuration. In addition, we perform SNVM
T spin relaxation measurements to probe magnetic noise originating from the studied
magnetic configurations. From our findings, we draw a direct correlation between
the magnetic noise and their proximity to the phase boundary in the phase diagram,
thereby indicating a new approach in studying spin texture stability in permalloy

nanodots.

6.1 Motivation

In spintronics and neuromorphic computing applications, understanding the mecha-
nisms that govern magnetism at the nanoscale is essential due to the large number
of magnetic elements needed to efficiently transfer spins that encode information or
form a memory block [115] 116} |117]. For example, in traditional memory tech-
nology, such as DRAM or flash, the size of a memory cell ranges from a few tens
of nanometers to hundreds of nanometers. In spin-transfer torque memory (STT-
RAM) or magnetoresistive RAM (MRAM), each memory cell contains a magnetic
tunnel junction (MTJ) with the size of a few tens of nanometers [118, 119, 120]]. As
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technology continues to scale down to smaller dimensions, the search for magnetic
materials confined to the nanometer range remains crucial. A type of material which
has captured the attention of the research world in particular, are materials contain-
ing skyrmionic magnetic phases [121} [122]. Skyrmions are topologically protected
magnetic structures, which means they are resilient to external perturbations. In
addition to their robustness, they require minimal currents for manipulation, retain
their state when power is removed, and can be operated at high speeds. The fact that
they exist in nanometre-sized islands further enhances their potential for scaling in
advanced memory aplications [123}|124]. Moreover, skyrmions have been observed
in a diverse range of materials, including chiral magnets [125]], thin films [126], and
multilayers [[123]. One can explore a parameter landscape where a combination of
magnetostatic energy and exchange interaction is analyzed with the purpose of finding
stable skyrmionic states. In addition, one must consider the effect of the confine-
ment of the skyrmion which is related to magnetostatic energy and its anisotropy.
Simulations have shown that a skyrmionic magnetic configuration could be stable
in range of soft Py cylindrical and dome-shaped nanodots [127], thereby motivating
further experimental research of these states. The MFM measurements have revealed
the presence of skyrmionic states in sub-100 nm Py dots and suggest the existence
of skyrmions in structures of the same diameter or larger. In this work, we further
investigate 120 nm Py dots with SNVM. The measurements indicate absence of the
half-skyrmion structure, revealing the stray field of the MFM tip may have interferred
with the experimental observation in previous work. Instead, an in-plane state is
observed, and further magnetic noise measurements suggest instability of the spin

state for similar aspect ratio nanodots.

6.1.1 Magnetization configurations

Magnetization configurations describe the arrangement and direction of magnetic
moments (individual spins), which are influenced by material geometry and boundary
conditions. The spins in the nanomagnet align such that the total magnetic energy
is minimized, resulting in a distinct magnetization pattern for the given internal and
external conditions. Depending on the initial conditions, a variety of metastable
states can be found in soft permalloy cylindrical and dome-shaped nanodots. In
this subsection we describe the spin texture observed in the in-plane, vortex, half-
hedgehog and quasi-skyrmion states. The in-plane state is characterized by a largely
uniform distribution of magnetization, typically achieved by applying an external

magnetic field along the plane of the permalloy nanodome. The spins start to deviate
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from the in-plane distribution on the edges of the curvature of the nanodome, due to
the influence of demagnetization fields or surface edge effects. This state minimizes
the magnetostatic energy and the exchange energy without changing the core spin

alignments as in the vortex state.
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FiGUre 6.1 — Phase diagram of permalloy nanodisks. (a) Zero-field phase diagram of
cylindrical permalloy nanodisks, with the areas corresponding to the expected magnetization
configurations: in-plane, out-of-plane and vortex. The violet-shaded region indicates the
transition zone between in-plane and vortex states, where various skyrmionic magnetization

configurations are theoretically predicted to occur [127], though the precise boundaries of
this region remain undefined. Sample A is located close to the lower boundary, while
Sample B is within the region that corresponds to vortex configuration. (b) Predicted
magnetization textures near the lower boundary as reported in the literature.[127], with each
texture image highlighted by the corresponding color from the phase diagram.

In the vortex state, the spins are arranged in a circular or spiral fashion, confined to the
basal plane of the nanodome structure as in Figl6.I[(b). This arrangement minimizes
the magnetostatic energy, and thereby forms the magnetic ground state. In its center,
one spin is pointing up or down, because of the minimization of the exchange energy
at this point. Further away from the core, the magnetization lies predominantly in-

plane. Spins can follow a counter-clockwise, or a clock-wise trend, depending on
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the history and the nucleation of the vortex. This effect is commonly referred to as
chirality of the state. Half-hedgehog state has a texture which appears as the spins
are diverging from the center of the core. Similarly to the spines of a hedgehog,
only in this case we are observing half of the sphere. In the center of the hedgehog,
the magnetization is pointing out-of-plane, and closer to the edges, it changes the
direction to in-plane. In the transition regions between, the magnetization changes

radially, following the curvature of the nanodome.

The quasi-skyrmion has a magnetization texture that is pointing mostly out-of-plane,
only at the edges the magnetization turns in-plane, while the transition region is larger
compared to the half-hedgehog. Similarly to the half-hedgehog state, the spins are

diverging from the center of the core.

6.1.2 Phase diagram

Within this work we study two samples: sample A with 120 nm diameter and 15 nm
height, and sample B with 400 nm diameter and 20 nm height as shown in Appendix
G. The magnetic phase diagram in Fig[6.1(a) shows that depending on the aspect
ratio of the dots, we can observe the in-plane magnetization type for dots with small
radius and there is a point where the magnetization transitions to the vortex and
the quasi-skyrmion. The exact position of this point is not precisely defined, so
research is needed to explore these grey areas. For dots with lower aspect ratio, they
are likely found in the in-plane configuration, while for dots with larger thickness
and an aspect ratio close to 1, they are typically found in the vortex configuration.
Here we are investigating the Sample A, whose aspect ratio is in the in-plane region
according to the phase diagram. Sample B is positioned inside the vortex region,
and therefore can be used as a reference sample. We are interested in knowing the
exact magnetization texture in Sample A because we could potentially leverage it
for building nanostructures for spintronics. Moreover, the research on the permalloy
dome-shaped nanodots has shown interesting analytical predictions confirmed by
simulations, that near the boundary of the phase diagram, a quasi-skyrmion state
can be found. Recently, a similar texture, half-hedgehog, was observed in the work
of Berganza et al.[127]] in dots with d = 70nm. These states are found at the
transition points of the phase diagram and they are particularly useful because of their
topological charge equal to the vortex state (around 1/2), but these states occurs in
smaller diameter dots. However, they require stabilization and reliability in repetition
of the fabrication process in order to be fully leveraged as building blocks for spintronic

devices. These states were first observed in an experimental study conducted using
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6.2 MFM imaging: Vortex and Half-hedgehog configurations

MFM [112]. The observation motivated an in-depth analytical study and simulations
of Py nanodiscs with 10nm to 60nm and with aspect ratios of 0.1 to 1, which
confirmed their existence under specific stabilization conditions. Looking only at
the phase diagram, we expect to find these dots either in the in-plane or the vortex
state. However, one can stabilize them by using an external field, from where a
half-skyrmion state is found. The study in this thesis suggests that this is the case,
and the MFM technique has indeed interacted with the state such that it nucleated it.

Sample | Radius (nm) | Thickness (nm)
A 60 15
B 200 22

TABLE 6.1 — Dimensions of samples under investigation.

In summary, the magnetic phase diagram provides crucial insight into the magne-
tization configurations of permalloy nanodots as a function of their aspect ratio.
Identifying the boundary states is especially valuable due to the unique properties
they exhibit, and ongoing research continues to expand our understanding of the
less-defined transitional regions. This knowledge is highly beneficial for material sci-
entists and device engineers, enabling them to make informed design choices when

utilizing permalloy in various technological applications.

6.2 MFM imaging: Vortex and Half-hedgehog configura-
tions

The two distinct permalloy nanodot samples used in this study (Sample A and Sample
B), prepared by e-beam lithography, were selected to investigate different magnetic
regimes (dimensions detailed in a separate table, e.g.,[6.1)). According to typical phase
diagrams for permalloy disks, Sample A is located close to the lower phase boundary,
delimiting the in-plane and vortex magnetic configurations (Figl6.1(a)). Sample B,

having a larger diameter, is expected to exhibit a stable vortex configuration.

Preliminary characterization was performed using Magnetic Force Microscopy
(MFM) imaging. Topographic and magnetic images (see [6.2(a)), together with
their profiles (see Figl6.2(b)), revealed two distinct behaviors. Sample A displayed
a magnetic contrast (bright in the center and dark around the nanodisk), which is
consistent with the half-hedgehog configuration reported in a previous publication
by Berganza et al.[112]. This configuration was found to be reliably stabilized by the
stray field of the MFM probe, regardless of the sample’s magnetic history. Sample
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Ficure 6.2 — MFM and MOKE measurements of Samples A and B.

(a) Topographic (left column) and magnetic signals from MFM measurements (right
column) (b) Line profiles taken at locations indicated in (a). Green corresponds to MFM
signal, black to topography. (c) Average hysteresis loops measured with Kerr-effect
microscope. The field was applied in-plane.

B, instead, showed bright cores in most cases, although some radial contrast was
present. Additionally, the magnetic configuration of Sample B was observed to be
susceptible to modifications induced by the probe as the sample was scanned to a
larger extent (evidenced by the sudden change of MFM contrast in the lower left
nanodisk [128]]). Kerr effect magnetometry was subsequently employed to elucidate
the overall magnetization configurations and compare the reversal processes of both
samples (see Figl6.2]c)). The averaged hysteresis loops of several tens of nanodots
provide indirect insight into the magnetic state. The squared-shaped loop obtained
for Sample A, showing a magnetization reversal mediated by a single Barkhausen
jump, is typically indicative of a single-domain configuration. While such curves
often suggest coherent rotation or domain-wall propagation, the mild smoothness of
the curve means the half-hedgehog configuration cannot be entirely discarded based
on this measurement alone. For Sample B, the curve possessed the characteristic
shape of a vortex configuration reversal, with zero remanence, two lobes, and a

well-defined annihilation field value, as expected for these larger sizes [128]].

6.3 Non-invasive imaging with NV magnetometry
6.3.1 Static Magnetic Field Maps

Revealing the remanent magnetic configuration of the studied magnetic nanodots can

be challenging, as it requires truly non-invasive imaging. Unlike MFM, where the
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tip’s stray field can alter the sample’s magnetic remanent configuration, SNVM en-
ables optical detection of magnetic resonance without applying local magnetic fields,
preserving the sample’s native state even in soft magnetic nanostructures. Towards
this aim, magnetic imaging experiments were conducted using a commercial SNVM
(the room temperature ProteusQ setup from Qnami AG). It features a specialized
diamond probe with a single NV center positioned at its apex (Qnami Quantilever
MX), mounted on a quartz tuning fork-based atomic force microscope (AFM) oper-
ating in frequency modulation mode (FM-AFM). The NV-equipped probe is scanned
across the surface of the nanodot arrays to acquire data, with the effective distance
dnv between the sample surface and the NV center (see Fig. [6.4(a)). The specific
nanodots measured (Sample A and Sample B) have the dimensions detailed in Table
and were fabricated as described in Appendix G.

Fluorescence maps provide a 2D spatial image of the light intensity emitted by the NV
centers, containing information related to both the NV centers and the local magnetic
field distribution of the sample. Conversely, magnetic field maps—generated by
sweeping the microwave frequency at each pixel—offer quantitative information about
the magnetic stray field by detecting resonance shifts at each location caused by the
Zeeman effect. We used a 200 x 200 pixel grid where one pixel size was 9.5 nm for

Sample B and 26 nm for Sample A.

Prior to the measurements, a saturating 400 mT magnetic field in the out-of-plane
direction was applied to both samples to leave them in the same magnetic state as

during MFM characterization.

SNVM Characterization of Sample B We begin by measuring the reference
Sample B. The fluorescence map shown in Fig. [6.3(a) exhibits rings around the
structure, which may come from the convolution of the tip with the sample edge. The
magnetic stray field image (Fig. [6.3[b)) is quite intriguing, as it captures emanating
spins from the center of the nanodot in a geometry different than the previously
measured textures with MFM on perfectly circular dots. Rather, it shows dark and
bright contours, similar to the MFM observations in the study of elliptical Py dots
by Okuno et al.[129]]. Despite its complexity, Sample B shows spin configurations
pointing outward from the center of the nanodot in a radial fashion, consistent with
the MFM imaging results. In this remanent state, the cores of magnetic vortices are
all oriented in the same direction, exhibiting a bright contrast (Fig. 3c in the original
publication, or refer to Fig. [6.3]c)). From both techniques, the resulting magnetic

maps are similar to results obtained in previous studies on soft nanodots with slightly
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6.3 Non-invasive imaging with NV magnetometry

asymmetrical shape, where circulating magnetization arranges into in-plane domains
generating charges that are detectable by MFM [[129] [[130, |131].

SNVM Characterization of Sample A We continue with the measurements
of Sample A. The fluorescence signal variation of Sample A (Fig. Figl6.4(b)) is
partly related to topographic effects, showing stronger reduction at the lower edge,
while the signal reduction in the central region is related to the magnetic field-
induced quenching of the photoluminescence signal. In the magnetic field image
(Figl6.4(b)), we observe a consistent qualitative behavior of the magnetization across
the Py nanodot array. The general behavior of the dots matches the outcomes of
the micromagnetic simulations of an in-plane state, which is further discussed and
explained in Appendix D and E. Further control measurements of the remanent field

of Sample A are reported in the Appendix F.

In-Situ Field Sweep A measurement routine with in-situ magnetic fields is often
employed not only to probe configurations along magnetization reversal curves, but
also to gain insight into the full reversal process, which often reveals complex mag-
netization states [129, |130]. Before starting the measurements, the nanodots were
subjected to a =250 mT field in the in-plane direction. Subsequently, the nanodots
were primarily magnetized in-plane along the x-direction. Sequential measurements
on Sample A while in-situ sweeping the in-plane magnetic field strength were per-
formed (Fig. 4). As seen in the contrast-reversal of the stray field map, the polarity of
the permalloy magnets switches between —3 mT and 2 mT, reaffirming the switching
field observed in the hysteresis measurement with Kerr magnetometry from Fig. 2c.
Small bias fields cause their magnetization direction to switch along their easy axis,
which confirms the dot’s magnetic state and its bistable behavior. Magnetic fluctua-
tions in the GHz range, which are known to reduce fluorescent signals, are discussed
in detail later in the manuscript in Section
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6.4 Spin Relaxometry: Probing Magnetic Configuration Stability
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F1Gure 6.3 — SNVM measurements of Sample B. (a) Fluorescence map of Sample B. (b)
Magnetic field map. Pixel size = 9.5 nm. Note: A median filter with a window of 3 X 3 was
used. (c) Adapted from a MFM study of elliptical Py dots (different sample) where the
width along the long-axis is increased. [[129]. Similar pattern is observed using force

sensing with nanowires [[130; [131].

6.4 Spin Relaxometry: Probing Magnetic Configuration
Stability

To investigate the intrinsic magnetic properties of the nanodots, we employed the
SNVM technique to detect magnetic noise on the surface of Sample A and Sample
B. T relaxometry, which is the method exploited in this subsection, is based on the
fact that the 7 time of the NV center is sensitive to magnetic noise, with a typical
spectral range in the GHz regime, specifically close to 2.87 GHz fluctuations. This
approach relies on monitoring changes in the NV center’s spin relaxation rate (1/77).
Although relaxometry has been previously used to study non-collinear antiferromag-
netic textures such as domain walls, spirals, and skyrmions []3_5]], its application to
permalloy disks provides new insights into soft magnetic materials. The perturbation
measured here is limited to the magnetic noise on the sample surface, and the details
of the measurements are described in Sections and[3.2.71
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6.4 Spin Relaxometry: Probing Magnetic Configuration Stability
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F1cure 6.4 — SNVM measurement of Sample A and B. (a) Schematic of the
measurement. (b) Fluorescence map of Sample A. (c) Magnetic field map. Pixel size:
26 nm. Note: A median filter with a window of 3 X 3 was used.
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6.4 Spin Relaxometry: Probing Magnetic Configuration Stability

F1GURE 6.5 — Sequential measurements on Sample A, while in-situ sweeping the
in-plane magnetic field strength. The field was applied in plane at -9 mT, -6 mT, -3 mT, 2
mT, 5 mT, 8 mT and 13mT. As seen in the contrast-reversal of the stray field map, he
polarity of the permalloy magnets switches between -3 mT and 2 mT, reaffirming the
switching field observed in the hysteresis measurement with MFM from Fig.2c.

6.4.1 T; Relaxation Mechanism and Measurement Protocol

Under continuous green laser illumination, the photoluminescence (PL) intensity of
the NV center reflects the steady-state populations of the spin states, determined by
the competition between the natural spin relaxation rate, I’y = 1/(27}), and the optical
spin pumping rate, I',, which depends on the laser power [55] [132]]. Under typical
conditions where I' < I',, NV spins are efficiently polarized into the bright m, = 0
state, producing a strong PL signal. When magnetic noise increases I'; such that it
approaches I',, the polarization is reduced, and the PL signal decreases. Therefore,
variations in PL provide a direct optical readout of local magnetic noise, as illustrated

in the schematic diagram in Fig[6.6(a).

To quantify the magnetic noise on the sample surface, we employed the iso-T;
measurement protocol (described in[3.2.7)). This involves using a laser pulse sequence
with a set evolution time, typically 1 ps, to calculate the 77 time. The resulting iso-T)
maps represent spatially dependent 7' relaxation times acquired across the sample
surface. By dividing each point’s 77 time by the maximum 77 time in the scan, this
measurement provides spatial and quantitative information of the magnetic noise,

normalized by the intrinsic 77 time of the tip.

Distance-dependent 77 measurements were also performed to confirm the noise origin.

We lifted the cantilever from a starting distance of 10 nm up to 100 nm, measuring
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6.4 Spin Relaxometry: Probing Magnetic Configuration Stability

the 77 time of the NV center at heights spaced by 10nm. As shown in Fig[6.6{c),
we observe a clear increase in the 77 time with height, confirming that the noise
originates from the intrinsic magnetic state and demonstrating the presence of a
magnetic perturbation in the GHz range whose influence strengthens the closer we

are to the sample surface.
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F1GURE 6.6 — T1 relaxometry. (a) Schematic diagram of T1 relaxation imaging (left),
Sample A imaged at lifted distance of 50 nm with iso-T; technique. Data taken at O T. (b)
iso-T; measurements of Samples A and B. Comparison of iso-T1 maps for Samples A and
Sample B, measured at a fixed evolution time of 1 ps (See Supporting Information 4 ) with
the same diamond tip. The red dashed line represents the physical sample boundaries. Data
taken at O T. (¢) T1 time dependence with probe-sample lift distance showing an exponential
trend (dashed line) in Sample A.
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6.5 Conclusion and Outlook

6.4.2 Comparison of iso-T; Maps and Interpretation

Figl6.6(b) presents the iso-T7 maps for Samples A and B. The two maps appear
distinctly different. Sample A, which is situated near the phase boundary between
uniform (in-plane) and vortex states, exhibits significantly elevated magnetic noise,
particularly near its edges. The map shows very strong noise in this area where
the NV center cannot be initialized properly. The bright spots observed indicate
extremely strong local GHz fluctuations, which hinder the initial optical polarization
and thereby prevent a reliable 71 measurement, similar to effects seen in the work by
Finco et al.[55]).

Conversely, the more stable vortex configuration of Sample B exhibits less magnetic
noise overall, with only minor areas of enhanced 7/ relaxation rates. The observed
magnetic noise in Sample B includes contributions from GHz-range vortex preces-
sion, thermally-driven dynamics, and defect-related magnetic fluctuations [[133, 134,
135|136, |137]. We suspect the localized spots of enhanced noise are related to the
vortex state cores, which attain spins that precess in the GHz regime in a circularly

symmetric way (similar in [[138]), interacting with the NV tip.

The observed difference confirms that proximity to the phase boundary amplifies
these instabilities. Sample A, situated near the transition between uniform and vortex
states, exhibits more magnetic noise compared to the vortex state Sample B. This
increased noise is a direct consequence of the phase transition near the boundary,
which destabilizes the magnetic state, leading to greater instability and higher levels

of GHz magnetic noise.

6.5 Conclusion and Outlook

Magnetic imaging of soft magnetic nanostructures, relevant for advanced technolog-
ical applications like spintronics and neuromorphic computing, presents substantial
challenges. While advanced imaging techniques, such as X-ray circular dichroism
or Electron Holography, still struggle to resolve sub-100 nm spin textures, Magnetic
Force Microscopy (MFM) offers sufficient lateral resolution and the capability to
measure with in-situ applied fields up to 2T, enabled by highly coercive MFM tips
specifically designed for high-field measurements. However, MFM relies on the inter-
action between a magnetic probe and the sample, which complicates the observation
of pristine magnetic configurations in soft magnetic materials. Conversely, Scanning
Nitrogen-Vacancy Magnetometry (SNVM) relies on optically detected magnetic res-

onance (ODMR) of nitrogen-vacancy centers in diamond, enabling magnetic field
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6.5 Conclusion and Outlook

sensing through spin-dependent fluorescence without physical interaction with the

sample, thereby ensuring a non-invasive measurement approach.

In this study, we compared the outcomes of these distinct imaging techniques—MFM
and SNVM—to measure the magnetic configurations of soft permalloy nanodots
that pose the above-mentioned challenges. Our findings highlight the significant
influence of the MFM probe’s stray field on the observed remanent magnetic textures
in ~ 100nm diameter nanodots, where the MFM nucleates a half-hedgehog spin
texture (a half-skyrmion state). In contrast, SNVM measurements (supported by
micromagnetic simulations) reveal a pristine single-domain in-plane configuration.
This discrepancy is not observed in nanodots of bigger diameter, where a vortex state
is suggested by Kerr effect measurements and confirmed by SNVM imaging. Further
spin relaxometry characterization, which probes the magnetic noise on the sample
surface, suggested a greater instability of the magnetic configuration for the sample
geometry closer to the phase boundary between the magnetic vortex and in-plane

states, confirming the high likelihood of magnetic state interference by the MFM tip.

In conclusion, SNVM proved to be a powerful and essential tool for accurately de-
termining the intrinsic magnetic configurations within soft magnetic nanostructures,
particularly those that present imaging difficulties. The study’s findings have impor-
tant implications for the development of spintronic devices, where precise control
of spin textures is crucial, and strongly suggest the need for non-invasive techniques

when investigating magnetic states close to phase boundaries.

6.5.1 Future Work

Looking ahead, we suggest a systematical approach for further exploration. The
70 nm diameter nanodot, which showed the presence of a half-skyrmion state with
the MFM tip, could be measured with the SNVM after removing the MFM tip to
confirm its pristine state. Further, we suggest fabricating nanodots with varying
diameters close to the boundary in the phase diagram and subsequently performing a
Full-B measurement combined with 7 relaxometry. Such an approach, which could
be performed efficiently on a single array-based chip, will allow for a comprehensive
understanding of the behavior of soft permalloy dome-shaped nanodots close to the
phase boundary, where there is a strong likelihood of finding skyrmionic states. This
exploration will shed light on the exact fabrication parameters which lead to these
states, which could be potentially leveraged for building next-generation spintronic

or neuromorphic devices.
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7 Conclusion

This thesis investigates the fabrication, characterization and application of nanomag-
nets for quantum computing and data storage in the context of growing number of
datasets and the needs of modern technologies. Specifically, it aims to investigate how
innovative techniques can be used to design and characterize nanomagnets for spin
qubit control, thereby paving the way for enhanced performance in quantum comput-
ing. Additionally, this research investigates how nanomagnets can be incorporated
into phononic membranes for studying the fundamental physics of spin-mechanical
interactions. It seeks to unveil promising magnetization textures in nanostructured
materials that could lead to advancements in memory storage, spintronics, and the

development of neuromorphic systems.

We successfully applied Focused Electron Beam Induced Deposition (FEBID) in our
laboratory to develop nanomagnets, laying a solid foundation for future research in
this area. We achieved a cobalt (Co) content of nearly 90%, which resulted in high
magnetic gradients created through a direct nano-patterning technique in a single
step. Furthermore, we explored the physics of focused electron beam interactions
by utilizing a rectangular pattern on a thin silicon nitride membrane. This approach
allowed us to deposit a circular magnetic dot on a phononic membrane, establish-
ing the groundwork for potential magnetic coupling between the membrane and the
NV qubit. Additionally, we clearly unveiled the actual state of a permalloy nan-
odot using Scanning NV Magnetometry (SNVM), providing valuable insights into
its magnetic properties. These findings not only contribute to the understanding of
spin-mechanical interactions but also pave the way for future developments in quan-
tum computing, memory storage, spintronics, and the integration of neuromorphic

systems.

The work on nanomagnets for spin qubit control adds a valuable perspective to
the existing research, offering an innovative fabrication solution. This implies the
possibility of leveraging FEBID as a direct single-step technique for building arrays
of nanomagnets on the surface of a spin qubit chip with the ability of individual
tuning of the resonance frequencies. The fabrication of nanometric magnetic dots
on phononic membranes deposited at the defect position, expand the possibilities
for envisioning future experiments for spin-mechanics. Further, the employment
of SNVM to uncover in-plane state of the permalloy magnetic dots, testifies to its
relevance for imaging magnetic textures on the nanomatre scale, thereby opening the
possibility for future studies of magnetic textures that could be particularly useful in

many emerging applications.
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We acknowledge that Focused Electron Beam Induced Deposition (FEBID) can intro-
duce a significant level of impurity incorporation. We believe this is due to vacuum
levels in our system that could be improved. Additionally, electron-beam lithography
currently yields comparably high Co and FeCo concentrations and effectively inte-
grates into the spin qubit fabrication process. It remains uncertain whether FEBID
will prove to be a more suitable option for future applications, and this question
warrants further investigation in actual spin qubit devices. Notably, we have not
yet conducted Electron Dipole Spin Resonance (EDSR) experiments on real qubit
devices, which is an essential step for validating the efficacy of FEBID in this context.
The fabrication of cobalt nanodots on silicon nitride membranes could significantly
affect the quality factor of the membranes. Therefore, it is crucial to verify whether
any resulting decrease in the Q factor remains low enough to facilitate spin-mechanics

experiments.

For future research, we recommend exploring the potential of 3D nanopatterning
using FEBID, with a focus on deposition at lower temperatures. This approach
would offer an additional degree of freedom for optimizing magnetic gradients at
the nanoscale. Moreover, low-temperature deposition could reduce the accumulation
of charge during the process and significantly minimize the presence of unwanted
material around the deposited structures, thereby improving the overall precision and

quality of the nanomagnets.

While we may not yet have full control over atoms one by one, we are steadily

approaching this goal, marking a significant step forward in nanoscience.
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Appendix A

A Annealing

Following the introduction to the post-growth techniques from Section[3.1.7] we also
conducted an annealing study to explore its effects on the final properties of the

structures. Further details regarding the annealing study can be found here.

TABLE A.1 — Statistical description of a Co FEBID nanowire before and after annealing at
600 °C and 100 min.

H Dep. Param. | Annealed | Co-content [at %0] | C-content [at T0] | O-content [at Yo]

|
5kV 100 pA no 87.04 % 1.7 10216 12203 |
5kV 100 pA yes 90.43 + 1.2 7.63+1.2 0702 |
10kV 3.2nA no 88.44 + 1.1 9.83+ 1.1 06102 |
10kV 3.2nA yes 89.38 % 1.6 7.85+1.3 1.02+02 |

(a)

(b)

Ficure A.1 — (a) Reference sample grown at 10 kV and 3.2 nA. (b) Annealed sample
grown at 10 kV and 3.2 nA.
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(b)

Ficure A.2 — (a) Reference sample grown at 10 kV and 3.2 nA. (b) Annealed sample
grown at 5 kV and 100 pA.
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Appendix B

B Argon milling

As demonstrated in [[139], substantial reduction of residual halo” can be removed by
means of Ar+ milling.

(@) (b)

Ficure B.1 — Argont milling of FEBID Hall bars. (a) Optical micrograph of Co Hall bar
structure fabricated through FEBID. A large halo effect is visible as a cloudy stain
surrounding the structure. The Co Hall bar is contacted by Ti/Pd contacts. (b) Optical
micrograph after Ar ion milling, indicating a significant reduction of the halo.
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Appendix C

C Reconstruction NV tip
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Ficure C.1 — Reconstruction of the By field into its B,, By, and B, components.
This figure presents the reconstructed magnetic field, illustrating its decomposition into the
individual components By, By, and B;. The reconstruction algorithm was inspired by .
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Appendix D

D Comparison experimental data and simulated
Bnv field of in-plane and vortex state initial
magnetization

The magnetization configurations and the resulting stray field of the cylindrical
permalloy nanodots (nanodiscs) were modeled using the micromagnetics software
Mumax3. Typical parameters for permalloy were chosen: exchange stiffness A, =
11 pJ/m and saturation magnetization M., of 800 kA/m. A mesh discretization (cell
size) of 1 nm® was used. The nanodiscs were modeled in cylindrical geometry with a
height corresponding to the measured AFM height of 15 nm and a diameter of 120 nm

(radius r = 60 nm). The damping constant was set to @ = 0.01.

The simulation parameters were chosen to facilitate a fair comparison with the ex-
perimental Scanning Nitrogen-Vacancy Magnetometry (SNVM) data of Sample A
(Fig. S2a), which showed a dipole with its magnetization axis pointing at a 45° tilt in
the xy plane. We set the simulation under an external magnetic field B,,; = 200 mT
to match the experimental conditions. The field components were calculated using
the standard definition of spherical coordinates, with a polar angle 8 = 90° and an
azimuthal angle ¢ = 45°. This specific angular selection was chosen to correspond
to the applied field direction in the magnetic images from Section 5.4. The Cartesian
components of the external magnetic field are defined as:

3 ¢o-m o 0-m
hy = cos (_180 ) sin (_180 ) (D.1)
. ¢-m . 0-m
hy = sin ( 130 ) sin (—1 20 ) (D.2)
6 -
h, = cos (F) (D.3)

The revealed magnetization texture , which corresponds to the in-plane state, explains
the experimental observation in Section 5.4.1. The best match between the simulation
and the experimental data was achieved for an NV height of 50 nm, a polar angle of
54.7° and an azimuthal angle of 45° under the applied field of 200 mT, as detailed

in the caption of Fig. S2b. Repeating the simulation for both initialized vortex and
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in-plane magnetization yielded a similar dipole state (Fig. S2b), consistent with the

experimental data.
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Experimental B, Data Sample A

4 mT

-4 mT
(a)
Simulated B,
0.4 uT 3mT 4mT
-0.4 uT -3mT -4 mT
Vortex In-Plane In-Plane/Vortex
Initialized Initialized 4.2 mT, 45 degrees

(b)

Ficure D.1 — Comparison experimental data and simulations of magnetic field. (a)
Experimental data of the measured By field of Sample A. (b) Micromagnetic simulations
showing: LEFT - the Byy of a vortex state; MIDDLE - in-plane dot initialized by a

—200 mT field; RIGHT - both in-plane and vortex states showing the same magnetization at
simulated 4.2 mT and a 45° tilted field. In all simulated panels, we used an NV height of
50 nm, an azimuthal angle (¢) of 54.7°, and a polar angle (6) of 45°.
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Appendix E

E Possible magnetic configurations and corre-
sponding stray field components

Other spin textures potentially hosted by magnetic nanodots are considered and their
corresponding stray field components at a representative SNVM sensing distance,
40nm from the nanodot surface, are calculated to aid in the interpretation of the
experimental results. The calculated stray fields for the considered configurations:
half hedgehog and vortex—do not align with the experimental results, supporting the

hypothesis that the magnetic configuration is single domain.

Magnetic configuration Simulated stray field components

Hx Hy Hz

Ficure E.1 — Half hedgehog vs vortex. Magnetic configurations are shown on the left
and their corresponding calculated stray field components on the right.

Half hedgehog

A e B
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Appendix F

F SNVM measurements of remanent fields

To verify the remanent magnetization without any bias field in the setup, we apply
a large out-of-plane field of a hand magnet and measure the nanodots assuring there
is no field. Since the nanodots are magnetically very soft we expect to observe the
magnetization pointing randomly across the array under this condition. We note
the random direction is notable, however, not consistent along the array, revealing
multiple dots show a common magnetization direction. The reason for this is the fact
that while using a hand magnet, any lateral movement may give rise to small in-plane

fields, sufficient to produce such a magnetization pattern.

B, Data Sample A

1.0 mT

-1.0 mT

Ficure F.1 — Remanent state of an array of nanodots. Bnv of nanodots arrays after
out-of-plane field was applied, measured in their remanent state.
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Appendix G

G Sample fabrication

For the study presented in Chapter 6, two distinct samples were prepared by e-beam
lithography as detailed in the following. The samples were fabricated using e-beam
lithography in a JEOL JBX-5500ZD system working at 50 keV of energy and 100 pA
of current. Initially, a double-layer photoresist was spin-coated on a Silicon substrate
at 2000 rpm and then cured in a hot-plate for 2 minutes at 150 °C temperature.
For the lithographic process, the samples were exposed with 200 uC/cm? dose. The
photoresist was developed by 2 minutes immersion in MIBK:IPA solution. Permalloy
NigoFe, was subsequently evaporated at a 0.55 A/s rate at 1e-6 mbar of pressure and

the remaining PMMA layer was lifted-off by sonication in acetone for 15 minutes.

Sample A

Sample B

Ficure G.1 — SEM images of Sample A and B.
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